Canada’s largest banks rely on private developers of regulatory technology (RegTech) to comply with the requirements of the Office of the Superintendent of Financial Institutions (OSFI). RegTech’s algorithms allow banks to organize unstructured data, identify, assess and mitigate risk, and generate and submit reports. While the use of RegTech significantly facilitates financial reporting and compliance, it also presents risks. The unsupervised process of translating the language of regulations into computer code may lead to the misinterpretations of regulatory requirements. Also, due to the opacity of private algorithms, mistakes of RegTech instruments may go unnoticed, resulting in systemic failures.

In light of these risks, this article examines the potential of Canada’s federally regulated banks to act as delegated regulators of RegTech. Drawing on OSFI’s previous initiatives, this article suggests that the regulator create RegTech quality standards and delegate the enforcement of these standards to banks through outsourcing contracts. These contracts should contain publicly mandated RegTech specifications and clauses that reserve the banks’ rights to monitor, audit, and punish non-compliant RegTech companies and share information with OSFI.

This article also discusses the benefits and policy implications of delegated regulation of RegTech. First, by imposing a public duty on the banks, delegated regulation causes changes in corporate governance. Second, it allows the under-resourced regulator to use banks as regulatory resources. Third, it extends the application of public norms to those RegTech companies that otherwise would have avoided public oversight. Fourth, it reshapes the market for RegTech services by forcing banks to develop in-house technology that, in the long term, may be a cheaper and less risky alternative to outsourcing.

In conclusion, this article addresses the arguments that may be levelled against the delegated regulation of RegTech and discusses opportunities for more direct involvement of the regulator in technology-driven reporting and compliance.
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I. INTRODUCTION

The G20’s 2009 reform plan, issued in the aftermath of the Global Financial Crisis,\(^1\) resulted in the rapid increase of regulations that require financial institutions to collect, analyze, and report granular data to financial watchdogs.\(^2\) Between 2009 and 2012, risk-averse regulators across the G20 member-states published over 50,000 new rules that provide, among other things, for reporting portfolio risk data for calculating capital, liquidity coverage ratios, risk assessments against defined scenarios, and counterparty exposures.\(^3\) In 2015 alone, regulators published over 50,000 regulatory updates, almost double that of 2012.\(^4\) According to some forecasts, banks’ operational burden in managing regulatory compliance will double every few years.\(^5\) In 2021, some banks expect to spend more than 5 percent of their revenue on reporting and compliance, which represents an increase compared to previous years.\(^6\)

Canada’s federal regulator, the Office of the Superintendent of Financial Institutions (OSFI),\(^7\) recently pointed out that “technology is a ‘key enabler’ for [Canada’s] financial institutions.”\(^8\) In Canada, like in many other countries, banks increasingly rely on regulatory technology, or RegTech, to ensure compliance with voluminous reporting requirements. The word “RegTech” describes nothing in particular. Rather it refers to a host of arrangements that seek to facilitate the management of reporting and compliance. Some examples of RegTech include the following instruments:

1. data mining algorithms and predictive analytics technology that can aggregate data, identify patterns, and organize data into consumable information that can be used for reporting and modelling institutions’ potential risks;

---
\(^1\) G20 Leaders, “Global Plan for Recovery and Reform” (2 April 2009), online: G20 Information Centre <www.g20.utoronto.ca/2009/2009communique0402.html>.
\(^4\) Groenfeldt, ibid.
\(^5\) Ibid.
\(^7\) The Office of the Superintendent of Financial Institutions was established in 1987 pursuant to the Office of the Superintendent of Financial Institutions Act, being Part I of the Financial Institutions and Deposit Insurance System Amendment Act, RSC 1985, c 18 (3rd Supp), as amended by An Act to amend, enact and repeal certain laws relating to financial institutions, SC 1996, c 6.
(2) algorithms that monitor low-quality transaction metadata produced by payment systems to recognize money laundering and terrorism financing; and

(3) applications for automated interpretation of qualitative information conveying the behaviour of individuals, such as e-mails and spoken word.9

Technology-driven compliance with regulatory requirements involves the following steps: (1) government regulators issue reporting and compliance requirements for financial institutions; (2) financial institutions outsource the collection and analysis of required data to private RegTech companies, or, in some cases, perform these functions in-house;10 and (3) financial institutions submit reports to the regulator.

This process presents the financial sector with challenges and opportunities. On the one hand, the use of technology offers an opportunity to increase the efficiency of compliance.11 As some commentators point out, “RegTech developments to date are primarily a [bank’s] response to the huge costs of complying with new institutional demands by regulators and policy makers.”12 On the other hand, the delegation of core bank duties to private RegTech companies may disrupt the effectiveness of OSFI’s safety-and-soundness supervision.13 First, the risk of so-called “translation distortions” emerges when RegTech service providers translate regulatory requirements into computer code.14 A transition from legal parlance to computer code is fraught with uncertainty. It may lead to the misrepresentation of regulatory intent and particular requirements.15 Second, reliance on RegTech instruments presents banks and financial regulators with the problem of the opacity of RegTech algorithms. Opacity materializes when a recipient of an algorithm’s output does not understand how or why an algorithm made a decision based on inputted data.16 The main sources of opacity are trade secrets and technical factors, “including the use of complex probabilistic analytics and decision-making methods.”17 The inability to identify mistakes in the codes of RegTech
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9 Institute of International Finance, supra note 3 at 3–4.
10 Matt Zames, “2016 Letter to Shareholders: Redefining the Financial Services Industry” (2016), online: <reports.jpmorganchase.com/investor-relations/2016/ar-ceo-letter-matt-zames.htm> (pointing out that the bank’s strategy “is a combination of build, buy and partner in order to continue delivering the best digital products and services at scale”). For the purposes of this article, outsourcing is “a temporary business relationship, based on competitive processes and designed to develop and implement a needed mission solution, fill an immediate gap in skills or other aspects of the organization, or improve performance and efficiency” see Stan Soloway & Alan Chvotkin, “Federal Contracting In Context: What Drives It, How To Improve It” in Jody Freeman & Martha Minow, eds, Government by Contract: Outsourcing and American Democracy (Cambridge, Mass: Harvard University Press, 2009) 192 at 195.
12 Arner, Barberis & Buckley, ibid at 374.
14 Kenneth A Bamberger, “Technologies of Compliance: Risk and Regulation in a Digital Age” (2010) 88:4 Tex L Rev 669 at 706 ['[o]ne of the primary missions of a bank regulator is to prevent bank failure. This is known as ‘safety-and-soundness’ supervision’ at 578].
15 Ibid at 707.
algorithms due to opacity and translation distortions may result in fragmented mistakes and systemic failures of financial regulation.

The American experience of the 2008 financial crisis offers an instructive illustration of how a lack of human supervision over banks’ automated risk-assessment processes facilitated regulatory violations. Particularly, commentators recount how “‘smart’ computerized risk models failed to” correctly assess “the risk of default by mortgage borrowers, price asset-backed securities or derivatives proportionate to their true risks, or ensure adequate hedging and risk management by financial institutions.” The unsupervised use of technology was partially to blame for the economic collapse that devastated the livelihoods of millions of people. Given its complexity and self-learning abilities, the outsourced RegTech infrastructure can cause similar if not greater harm than flawed risk assessment models of separate financial institutions.

Although reliance of the regulated banks on complex algorithms for reporting and compliance is a relatively recent development, the outsourcing of core functions by banks to third parties is not new. In Canada, federally regulated banks have been enlisting third parties to provide a number of services, such as information system management and maintenance, investment management, marketing and research, accounting, and internal audit. To minimize risks presented by these familiar types of outsourcing, OSFI relies on a soft law instrument called “Guideline B-10.” This Guideline defines the relationship between banks and third-party service providers. It contains pro forma, technology-neutral clauses on reporting, audits, and liability that regulated banks should include in their outsourcing contracts. The limits on the regulated banks’ freedom to enter into contracts for the provision of services are best explained by the importance of these banks for the stability of the domestic financial system. Rushed and poorly planned outsourcing of core business functions by one systemically important bank can have a domino effect on other financial institutions. Therefore, by constraining the outsourcing efforts of big banks, OSFI seeks to ensure decision-making in the public interest.

19 Ibid at 580.
23 Ibid.
24 Ibid at 12–17.
This article argues that this public interest-oriented perspective should also define the federally regulated banks’ contracts for RegTech services. It suggests that OSFI rely on a familiar instrument of pro forma outsourcing contracts to monitor, audit, and punish non-compliant RegTech companies. However, as private technology becomes more complex and more consequential, technology-neutral clauses of Guideline B-10 should be accompanied by publicly mandated RegTech quality standards that addresses the problem of translation distortions and the opacity of algorithms.

It is anticipated that the resulting system of mandated RegTech governance, to which this article refers as “delegated regulation,” will have important benefits and policy implications. First, it will cause changes in banks’ corporate governance. Banks will implement a more structured approach to innovation management — they will improve the system of internal control over the outsourced providers of RegTech instruments, grow compliance departments, and diversify the expertise of boards of directors. Second, it will allow the under-resourced regulator to use regulated banks as additional regulatory resources of RegTech. Third, it will extend the application of public norms to those RegTech companies that otherwise would have avoided public oversight. Fourth, it will reshape the market for RegTech services by forcing banks to develop in-house technology that, in the long term, may be a cheaper and less risky alternative to outsourcing.

This article is structured as follows. Part II provides an overview of the main applications of RegTech. Part III describes how reliance on private RegTech infrastructure can undermine the effectiveness of OSFI’s regulatory design. The unsupervised process of translating the language of regulations into a computer code may lead to the misinterpretations of regulatory requirements. Also, due to the opacity of private algorithms, mistakes of RegTech instruments may go unnoticed, resulting in systemic failures. Part IV examines OSFI’s previous initiatives of delegating third party oversight to regulated banks and describes the benefits of delegated regulation. Part V outlines baseline RegTech quality standards. Part VI describes the implications of delegated regulation of RegTech for the banks’ governance and the market for RegTech services. Finally, Part VII envisions and addresses the main arguments that may be levelled against the delegated regulation of RegTech. It also examines the opportunities for direct involvement of OSFI in the regulation of technology-driven reporting and compliance.

---

II. WHAT IS REGTECH?

Broadly speaking, the word “RegTech” refers to new technologies that seek to facilitate the performance of regulatory requirements. Currently, the most promising applications of RegTech are the following:

- **COMPLIANCE**: Due to the proliferation of regulations, banks struggle to organize multiple sources of authority into a comprehensive set of compliance rules. Ideally, banks should be able to quickly establish the hierarchy of applicable rules and identify changes to these rules introduced by new laws, regulations, and policies. Some RegTech instruments use algorithm-driven ontologies to classify different rules in accordance with the functions that they perform — obligation, prohibition, exemption, or sanction — and then apply this general classification to different sources of rules (such as laws, regulations, guidance), types of financial institutions, and transactions. A regularly updated database organized in accordance with standards-based ontologies can help banks determine which rules cancel, complete, or pre-empt the others. Other less sophisticated RegTech instruments assist banks in filtering regulations and routing them to different departments for interpretation and application.

- **RISK MANAGEMENT**: RegTech instruments can conduct scenario analysis and model existing or potential risks based on data about the client’s operations. As mentioned in the introduction, regulations adopted by the members of the G20 require that financial institutions conduct modelling and analytical reporting based on their internal data. For example, global systemically important banks and some large domestic systemically important banks rely on internal estimates of risk components to determine the capital requirement for given credit exposure. Within the framework of the internal ratings-based process, a bank must perform a credit risk stress test to assess the effect of specific conditions on its regulatory capital requirements. Because data sources required to conduct the test are voluminous, modelling and analysis of risks require powerful algorithmic tools that can structure and interpret granular data in realtime. Many RegTech companies provide data
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28 Institute of International Finance, supra note 3 at 2.
33 Groenfeldt, supra note 3.
35 Ibid.

mining and machine learning tools to assess and monitor the health of investment portfolios, conduct stress tests, and ensure that financial institutions are not taking on undue risk.37

• REGULATORY REPORTING: RegTech instruments can assist clients in generating and submitting reports in accordance with specific requirements of different regulators across the world.38

• CLIENT IDENTITY MANAGEMENT AND TRANSACTION CONTROL AND MONITORING: To assist banks in complying with international and domestic anti-money laundering and know-your-customer requirements,39 some RegTech companies develop instruments that monitor financial transactions for suspicious activity40 and use blockchain for client identity authentication.41

Because the requirements regarding the last type of RegTech instruments fall under the jurisdiction of Canada’s financial intelligence agency, FINTRAC, they are beyond the scope of this article.42 For our purposes, suffice it to say that FINTRAC’s and OSFI’s overlapping jurisdiction over Canada’s financial institutions will likely result in joint or, at least, coordinated regulation of RegTech instruments in the medium-term perspective.43

Currently, OSFI examines opportunities for regulating compliance, risk management, and regulatory reporting instruments that define the banks’ design of compliance management.44 All these instruments have one thing in common: they rely on artificial intelligence and machine learning to structure data, generate reports using this data, and use the same data for multiple purposes.

Before this article proceeds, it is necessary to make a brief note on terminology. For a fairly long time, financial institutions have been using instructional algorithms to facilitate compliance.45 An instructional algorithm is a sequence of precise directions telling a computer how to perform a task.46 Pedro Domingos describes these algorithms as a simple
input-output model, in which “the data goes into the computer, the algorithm does what it will with it, and out comes the result.”

The terms “artificial intelligence” and “machine learning” are often used together to refer to advanced analytics instruments. The term “artificial intelligence” or “AI” describes systems that “simulate or enhance the cognitive capabilities of humans without constant and ongoing human input.” Machine learning is an advanced form of AI, whereby the machine “learns” how to improve the performance of tasks and may modify an algorithm as it processes new data sets. Some benefits of using machine learning for financial reporting and compliance are that it may lead to self-improving and more accurate methods for data analysis, modelling, and forecasting.

III. SOURCES OF RISK PRESENTED BY REGTECH

It is difficult to generalize about RegTech instruments since their use by financial institutions comprises both risks and opportunities. On the one hand, it was mentioned above that a benefit of using RegTech is that it increases the efficiency of compliance. On the other hand, it remains to be seen whether the delegation of reporting and compliance functions to private RegTech companies will weaken the effectiveness of OSFI’s supervision. As a predictive matter, one can expect several reasons why this may be the case.

A. TRANSLATION DISTORTIONS

First, the delegation of reporting and compliance to private RegTech companies can have implications for the interpretation and implementation of regulatory requirements. For example, when RegTech developers assist a bank with reporting on capital adequacy requirements, they program an algorithm to collect, structure, and analyze data on which capital is calculated. Essentially, they translate the rules written by a government agency into a reusable computer code which then administers compliance with financial regulations. However, even if software engineers use their best efforts to ensure the accuracy of algorithms, a transition from legal parlance to computer code is a complex process that is characterized by uncertainty. In some cases, it can lead to inadvertent mistakes and misrepresentations of regulatory intent (so-called “translation distortions” or “translation gaps”).

Recent work on encoding provisions on social benefits in New South Wales, although in some ways specific to its context, offers an instructive illustration of how the problem of
translation may materialize. A governmental program called “Creative Kids” provides that a grant is payable to parents of children aged four and a half to 18 years old.\footnote{New South Wales, “Creative Kids,” online: <www.create.nsw.gov.au/category/funding-and-support/creative-kids/>.

55} A human knows that a child born on 12 January 2015 turned four and a half years old on 12 July 2019, regardless of the number of months that have 30 or 31 days, and regardless of whether the month of February has 28 or 29 days in it. It is difficult to convey this simple concept to machines. Software engineers cannot leave out any details on the calculation of the number of days that seem obvious to humans. They must develop a set of precise formulas that account for several possible scenarios to explain when a four-and-a-half year old child becomes eligible for a grant.\footnote{TJ Harrop, “Computers Don’t Think Like Humans — Here’s What That Means for Your Policies, Contracts, and Laws” (1 March 2019), online (blog): <medium.com/@tjharrop/computers-dont-think-like-humans-here-s-what-that-means-for-your-policies-contracts-and-laws-754b9106c15a>; Matthew Waddington, “Machine-Consumable Legislation: A Legislative Drafter’s Perspective - Human v Artificial Intelligence” [2019] 2 Loophole 21 at 46.\footnote{Ibid., n 8.\footnote{Cristie Ford, “Macro- and Micro-Level Effects on Responsive Financial Regulation” (2011) 44:3 UBC L Rev 589 (referring to such principle-based rules as sources of power at the micro-level at 615).\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}}}} Although this example does not relate to financial reporting, similar difficulties may arise when a bank must account for commitments that terminate in one and a half or three and a half years for risk assessment purposes.

Additional difficulties arise when regulators formulate the goals and principles of supervision and delegate to banks the decisions about the means of achieving them. For example, OSFI releases regulatory compliance management guidelines which recommend each federally regulated bank to adopt “reasonable procedures” to address risk.\footnote{Canada, Office of the Superintendent of Financial Institutions, Regulatory Compliance Management (RCM) (Guideline), No E-13 (Ottawa: Office of the Superintendent of Financial Institutions, 2014) at 5, online: <www.osfi-bsif.gc.ca/Eng/Docs/e13.pdf>.\footnote{Ibid.\footnote{Cristie Ford, “Macro- and Micro-Level Effects on Responsive Financial Regulation” (2011) 44:3 UBC L Rev 589 (referring to such principle-based rules as sources of power at the micro-level at 615).\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Institute of International Finance, supra note 3 at 3.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}}}} To meet the reasonableness requirement, the procedures must achieve the prescribed outcome from the standpoint of a reasonable person. Banks’ risk managers contextualize these guidelines by ascribing to them specific methodologies that correspond to the institutional notion of reasonableness.\footnote{Ibid.\footnote{Cristie Ford, “Macro- and Micro-Level Effects on Responsive Financial Regulation” (2011) 44:3 UBC L Rev 589 (referring to such principle-based rules as sources of power at the micro-level at 615).\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Institute of International Finance, supra note 3 at 3.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}}}} These methodologies may or may not reflect the regulator’s intent.

The use of technological infrastructure for reporting and compliance exacerbates the challenges presented by a principles-based approach to regulation. Kenneth Bamberger notes that “[t]he necessity of developing business rules that can be integrated into digital logic establishes a bias towards the knowable and measurable...as well as towards existing types of metrics. As such, the process tends to exclude from automation those things that cannot be automated, such as the more subjective indicators of risk.”\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Institute of International Finance, supra note 3 at 3.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}} However, reasonable monitoring of a financial institution’s risk exposure may also require the analysis of communications conveying the behaviour of individuals, such as e-mails, minutes, and transcripts.\footnote{Ibid.\footnote{Cristie Ford, “Macro- and Micro-Level Effects on Responsive Financial Regulation” (2011) 44:3 UBC L Rev 589 (referring to such principle-based rules as sources of power at the micro-level at 615).\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Institute of International Finance, supra note 3 at 3.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}} Although some language processing applications can automate the interpretation of these sources to a certain extent, the ambiguity of natural language remains an important obstacle to developing authoritative reporting and compliance instruments.\footnote{Ibid.\footnote{Cristie Ford, “Macro- and Micro-Level Effects on Responsive Financial Regulation” (2011) 44:3 UBC L Rev 589 (referring to such principle-based rules as sources of power at the micro-level at 615).\footnote{Bamberger, “Technologies of Complicance,” supra note 14 at 707.\footnote{Institute of International Finance, supra note 3 at 3.\footnote{Ibid.\footnote{Aaron K Massey et al., “A Strategy for Addressing Ambiguity in Regulatory Requirements” in 2014 IEEE 22nd International Requirements Engineering Conference (RE), Kalskrona, Sweden, 2014 (Piscataway, NJ: Institute of Electrical and Electronics Engineers, 2014).}}}}
B. THE OPAQUEITY OF ALGORITHMS

Another reason why RegTech instruments may pose challenges for safety-and-soundness supervision of banks is the opacity of algorithms that draw inferences from many data sources. Algorithms generate opaque results when a recipient of an algorithm’s output does not understand how or why an algorithm made a decision based on inputted data. The opacity of algorithms stems from two sources. First, it can be upheld by law due to proprietary claims of RegTech vendors. For example, when they invoke trade secret protections:

Every algorithmic accountability proposal (accountability proposals for any technology, really) eventually meets the question of how to handle the trade secret problem. In short, many companies are protecting their algorithms by claiming that they are trade secrets and, therefore, cannot be disclosed. Despite often being of questionable legal merit, such claims are being treated credulously by courts and are given great weight in public debates about “black box” technologies.

Trade secret protections are particularly appealing for RegTech businesses providing software as a remote service. In this case, banks have access only to an interface but not to the source code. Therefore, it is almost impossible for banks’ IT and compliance departments to reverse-engineer a RegTech instrument, thereby lifting trade secret protections.

Second, the opacity of algorithms materializes when a RegTech developer is unable to explain how an algorithm works or how it weighs various factors to arrive at a conclusion about the existence or absence of risks arising out of inputted data. This is especially true in relation to complex machine learning systems that alter their internal decision logic in the process of learning on training data. While in recent years researchers have attempted to tackle the so-called “black box problem” by developing explainable AI, it remains to be seen if these efforts will be fruitful.

The opacity of compliance, risk management, and regulatory reporting instruments presents risks. If the disclosure of information about an algorithm’s decision-making process is impossible for the reasons mentioned above, banks and the regulator will not be able to
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64 Burrell, supra note 16 at 1.
65 Ibid at 3.
identify errors in the instrument’s risk assessment methodology.\textsuperscript{71} The experience of the 2008 financial crisis confirms that the wrong assessment of risks associated with conducting business or market and capital risks results in the economic fallout for “consumers, investors, and other market players.”\textsuperscript{72} For example, American commentators observe that automated mortgage underwriting tools used by banks internalized flawed hypotheses about the future of the housing market.\textsuperscript{73} Similarly, standard securitization models failed to correctly assess the risk of default on loans before using those loans as collaterals for additional debt.\textsuperscript{74} The ensuing bankruptcies of households, firms, and financial institutions were one of the symptoms of unsupervised risk-taking by banks.\textsuperscript{75}

Thus, the most important shortcoming of automated and standardized risk-assessment models, including RegTech, is that they achieve the intended regulatory goals to the extent that they follow regulatory mandates and can quickly identify and correct their own mistakes. Otherwise, such models pose significant risks. The use of autonomous, self-learning RegTech algorithms by systemically important banks only exacerbates the risk of regulatory failures, particularly if several banks rely on the same erroneous RegTech instruments.\textsuperscript{76} To sum up, the combination of inherent risks of RegTech highlights the need for a regulatory response.

IV. THE EMERGENCE OF DELEGATED REGULATION OF SERVICE PROVIDERS

Although the reliance of the regulated banks on RegTech for reporting and compliance is a relatively recent development, the outsourcing of core functions by banks to third parties is not new. In 2001, OSFI released Guideline B-10 that seeks to reduce risks resulting from banks’ dependence on third party service providers.\textsuperscript{77} The Guideline introduced the notion of a “material outsourcing arrangement,” which comprises, among other things, information system management and maintenance; investment management (portfolio management and cash management); marketing and research; professional services related to the business activities of regulated banks (accounting and internal audit).\textsuperscript{78} The outsourcing of material

\textsuperscript{71} Basel Committee on Banking Supervision, “International Convergence of Capital Measurement and Capital Standards: A Revised Framework Comprehensive Version” (2006), online: \textit{Bank for International Settlements} \url{<www.bis.org/publ/bcbs128.pdf>} (Basel standards expressly acknowledged this problem by stating that “[t]he substantial impact that errors in the methodology or assumptions of formal analyses can have on resulting capital requirements requires a detailed review by supervisors of each bank’s internal analysis” at para 747). See also Basel Committee on Banking Supervision, “Framework for Internal Control Systems in Banking Organisations” (September 1998), online: \textit{Bank for International Settlements} \url{<www.bis.org/publ/bcbs40.pdf>} (“[m]anagement decision-making could be adversely affected by unreliable or misleading information provided by systems that are poorly designed and controlled” at 18).

\textsuperscript{72} Bamberger, “Technologies of Compliance,” \textit{supra} note 14 at 677–78.

\textsuperscript{73} \textit{Ibid} at 717.

\textsuperscript{74} \textit{Ibid}.


\textsuperscript{77} OSFI, \textit{Outsourcing of Business Activities, supra} note 22 at 1.

\textsuperscript{78} \textit{Ibid} at 17.
arrangements imposes a host of additional public duties on the regulated banks. In their outsourcing contracts, banks must write OSFI-mandated clauses that reserve the banks’ right to monitor, audit, and punish service providers.79 Several examples of such clauses are provided below.

- **Nature and Scope of the Service Being Provided:** A contract should “specify the scope of the relationship, which may include provisions that address the frequency, content and format of the service being provided” and “the physical location where the service provider will provide the service.”80

- **Performance Measures:** A contract should establish performance measures “that allow each party to determine whether the commitments contained in the contract are being fulfilled.”81

- **Reporting Requirements:** A contract should “specify the type and frequency of information [that a regulated bank] receives from the service provider.”82 This includes reports that allow a bank to determine a provider’s compliance with the performance measures and “events … that may have the potential to materially affect the delivery of the service.”83

- **Defaults and Termination:** A contract should “specify what constitutes a default, identify remedies, and allow for opportunities to cure defaults or terminate the agreement.”84 A regulated bank should “ensure that it can reasonably continue to process information and sustain operations in the event that the outsourcing arrangement is terminated or the service provider is unable to supply the service.”85

- **Contingency Planning:** A contract “should outline the service provider’s measures for ensuring the continuation of the outsourced business activity in the event of problems and events that may affect the service provider’s operation.”86

- **Audit Rights:** A contract should “clearly stipulate the audit requirements and rights of both the service provider” and the regulated bank.87 In addition, a contract should give OSFI the right to “exercise the contractual rights of the [bank] relating to audit.”88

Therefore, when a federally regulated bank decides to delegate the provision of material services, an outsourcing contract becomes the main instrument for extending public requirements to private actors delivering these services. In this regard, the closest analogy may be to the government’s pro forma procurement contracts that force government
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79 Ibid at 12–17.
80 Ibid at 12.
81 Ibid.
82 Ibid.
83 Ibid at 13.
84 Ibid.
85 Ibid.
86 Ibid.
87 Ibid at 14.
88 Ibid.
contractors to adhere to a patchwork of laws, regulations, and government’s internal procurement policies. Similar to Guideline B-10, government procurement policies impose the requirement of specificity on contracts concluded by public purchasers. Beyond the requirement of specificity, government policies constrain private discretion by imposing strict reporting obligations on private companies, comparable to those that are contained in Guideline B-10.

In sum, although regulated banks are not part of the federal government, they must follow procurement policies that are substantially similar to those that apply to government departments and agencies. While limits on public purchasers’ procurement powers are best explained by the requirement of propriety in public spending, limits on the regulated banks’ freedom to enter into contracts stem from the importance of these banks for the stability of the domestic financial system. Therefore, by constraining the outsourcing efforts of these banks, OSFI seeks to protect the broader public interest.

The idea that regulators can encroach upon private companies’ freedom of contract in pursuit of broader public goals is not new. In Canada, outsourcing contracts of highly regulated companies operating in the pharmaceutical, gaming, health care, and telecommunications sectors are policed by government agencies. In addition, under the Personal Information Protection and Electronic Documents Act, the Office of the Privacy Commissioner polices private contracts by holding organizations “accountable for the protection of personal information transfers under each individual outsourcing arrangement.” Because the phenomenon of delegated regulation of service providers is
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89 Ian Harden, *The Contracting State*, ed by Norman Lewis & Cosmo Graham (Buckingham, UK: Open University Press, 1992) (pointing out that, in many cases, a company entering into a contract with a government purchaser essentially signs a standard form that it must either accept wholesale or miss an opportunity to deliver a service at 4).
91 Ipsid (requiring that all providers of consulting and professional services to the government are assigned a procurement officer who examines “the work in progress to ensure conformity with contract requirements” and monitors “time, resource, cost and quality aspects of the work against … [an] agreed work plan,” s 16.11.3).
93 Anand & Green, *supra* note 25.
94 Van Loo, *supra* note 27 (in this case, the word “private” is used to connote the idea of a profit-seeking firm that relies on a “nexus of contracts” among owners, managers, laborers, suppliers, and customers” to conduct business at 473).
96 SC 2000, c 5.
more widespread in the United States than in Canada, many instructive examples on this subject arise from American settings.98

Government agencies rely on pro forma procurement contracts to delegate the regulation of private parties to large corporations for a number of reasons. First, under-resourced regulators may not be able to ensure effective oversight.99 In the context of technology-driven outsourcing, big banks’ growing compliance departments may be better equipped to oversee the private reporting industry than OSFI.100 Relatedly, banks may have good knowledge of the industry that they are mandated to regulate. As Rory Van Loo points out, “[a] major concern about regulation is that bureaucrats have insufficient skills or information to keep up with the private sector.”101 Through the ordinary course of business, banks may have better access to information about their counterparties than OSFI.102 The informational advantages reduce the potential cost of detecting wrongdoings. Unlike the regulator, banks maintain contact with their counterparties, meaning that they spend less time and money on collecting information from private service providers than the regulator.103

Also, government agencies may choose delegated regulation in the hope that economic incentives will deter outsourced service providers from potential wrongdoings. The main sanction for violations of publicly sanctioned rules by outsourced companies is the termination of a contract with a bank, which can be devastating for their business.104 For our purposes, this consideration is important to keep in mind because big banks represent a lucrative market for the companies providing RegTech services.

The final benefit of delegated regulation is that Canada’s banks are familiar with how it works. The aforementioned Guideline B-10 contains many technology-neutral procedural provisions on audits, reporting, and monitoring that will be relevant to RegTech outsourcing contracts. Consistent regulation of outsourcing through pro forma contract clauses promotes predictability and continuity of regulatory design and facilitates a safe shift towards more sophisticated methods of reporting and compliance.105

While delegated regulation has obvious benefits, critics may argue that the risks of error, volatility, and wrongdoing command greater regulatory scrutiny of third parties delivering

---
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RegTech services than do familiar forms of outsourcing. Part VII of this article identifies several objections to delegated regulation and responds to each of them in turn.

V. TOWARDS DELEGATED REGULATION OF REGTECH BY BANKS

In 2020, OSFI released a discussion paper in which it acknowledged that outsourcing of reporting and compliance poses new challenges for the stability of the domestic financial system, and that additional regulatory efforts are required to address, among other things, the risks of RegTech identified in this article. While the previous part argued that familiar delegated regulation can be effective at tackling these risks, the prospects for this instrument’s success depend on its ability to account for new challenges presented by algorithms. In this regard, the federal government’s strategy for implementing AI across different sectors and institutions may provide a helpful roadmap for recalibrating broad technology-neutral rules contained in OSFI’s guidelines. Moreover, a consistent approach to AI across government departments and regulated industries based on federal standards is instrumental in reducing risks posed by the automation of decision-making processes in different areas, including financial services.

At the federal level, the Treasury Board plays a leading role in setting the baseline standards against which government departments and agencies can evaluate the safety of various AI-driven outsourcing projects. The Directive on Automated Decision-Making provides government departments with basic principles on purchasing technology that assists or replaces the judgment of a human decision-maker (ADM systems). For example, government departments must test and audit proprietary software, monitor inputted data and outcomes of analysis for biases and unintentional outcomes, validate the quality of stored and collected data, and provide citizens wishing to challenge the decisions of an ADM system with a meaningful recourse.

The ADM Directive also imposes more nuanced requirements on government departments and, by extension, on private service providers of ADM systems. They apply on a sliding scale, following the preliminary assessment of an ADM system’s potential impact on rights of individuals and communities. Following the assessment, the ADM system is assigned one of the four impact levels:

Level I: little, reversible impact or no impact;

Level II: moderate, short term, and reversible impact;

Level III: significant, irreversible impact;

Level IV: catastrophic, irreversible impact.
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Level III: high, ongoing, and difficult to reverse impact; or

Level IV: very high, irreversible, and perpetual impact.110

While the federal government’s policy on ADM systems does not apply to federally regulated banks, it contains many provisions that may be relevant to OSFI’s emerging approach to supervising banks’ RegTech outsourcing contracts. For example, if OSFI required banks to conduct a similar assessment for RegTech instruments, most of them would likely fall into the category of ADM systems having a high or very high impact on individuals and communities (Levels III and IV). According to the ADM Directive, such systems must undergo peer review prior to their implementation. Also, their decision-making process must be supervised by humans. Potential users of Level III and IV systems must have access to the documentation on the design and functionality of the systems’ algorithms and must complete training courses on the systems’ implementation.111

The ADM Directive also requires testing ADM systems “for unintended data biases and other factors that may unfairly impact the outcomes.”112 This requirement, among other things, seeks to question the normative acceptability of using seemingly logical or readily available sources of data (for example, postcodes, employment history, medical history) and analytical methods to make decisions about individual rights and entitlements.113 In the context of financial reporting and compliance, a more careful assessment of data and methods of analysis may help safeguard RegTech instruments against the aforementioned translation distortions. For example, during the preliminary testing stage, RegTech developers can be required to demonstrate that risk-assessment algorithms account not only for quantifiable risks but also for risks embedded in natural language (such as banks’ internal and external communications via e-mails, board minutes, and contract clauses).

In the delegated regulation of RegTech instruments, all of these requirements can be reflected in banks’ outsourcing contracts as conditions for RegTech implementation or as RegTech’s specifications and performance-based standards. Contract clauses on regular reporting, audit, and monitoring and sanctions can deter RegTech providers from breaching publicly mandated rules.

VI. IMPLICATIONS OF DELEGATED REGULATION FOR REGULATED BANKS

From the perspective of OSFI, using contracts to impose additional public duties on regulated banks outsourcing RegTech services seems like a good policy. Indeed, it allows the under-resourced regulator to use banks as additional regulatory resources and extends the application of public norms to RegTech companies that otherwise would have avoided public oversight. However, the question remains: what are the implications of additional regulatory burden for the banks themselves? As will be discussed in the following sections, banks’
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response to delegated regulation is mostly driven by the desire to minimize exposure for potential failures of third-party service providers. As a result, banks dominate the mainstreaming of RegTech. First, at the level of corporate governance, they implement a more structured approach to innovation management — they improve the system of internal control over the outsourced providers of RegTech, grow compliance departments, and diversify the expertise of boards of directors. Second, banks consider investing in the in-house development of RegTech instruments as a cheaper and less risky alternative to outsourcing.

A. RESTRUCTURING OF CORPORATE GOVERNANCE

When an outsourcing contract becomes the main vehicle for enforcing OSFI-mandated technology standards, this raises the question of who is accountable to OSFI for violations of these standards: a company delivering the service, the bank, or both? Under Canadian law, there is freedom of contract with respect to liability provisions. In the absence of OSFI requirements, parties to outsourcing agreements can negotiate “[l]imitations of liability and exceptions to such limitations.” It is considered normal practice to limit a service provider’s comprehensive liability and include special liability provisions for breach of confidentiality, security and privacy obligations, intellectual property infringement, fraud and wilful misconduct, and wilful cessation of services.

While it is true the parties may allocate liability through contract clauses, from the standpoint of OSFI, banks still bear the ultimate responsibility for a service provider’s non-compliance with regulatory requirements. For example, OSFI’s Guideline B-10 “operates on the premise that [federally regulated entities] retain ultimate accountability for all outsourced activities.” A recent OSFI discussion paper on technology risks confirms that banks “are accountable for their business activities, functions and processes, including those provided by third parties and should have visibility into the operations of third party providers, and those of their subcontractors.”

By placing upon banks the ultimate responsibility for the failures of private service providers, OSFI drives changes in corporate governance. First, banks seek to improve the system of internal control over outsourced providers of technology by growing compliance departments and assigning them additional responsibilities. If traditional compliance experts were focused on policing corporations’ internal conduct, delegated regulation forces them to monitor compliance of external service providers with public rules. In this sense, the growing dependence of banks on third party RegTech services highlights the pressing need for skilled compliance specialists as a response.
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Second, reliance on outsourced services drives changes in the composition of banks’ senior management. In Canada, directors’ duty of care is a core principle of corporate governance. As in the case of other corporations, directors of financial institutions are expected to “exercise the care, diligence and skill that a reasonably prudent person would exercise in comparable circumstances.” OSFI’s guidance imposes a number of additional requirements on directors that pertain to the outsourcing of material arrangements. Directors must, for example, “approve or reaffirm the policies that apply to outsourcing arrangements (e.g., risk philosophy, materiality criteria, risk management program and approval limits); and review a list of all the [bank’s] material outsourcing arrangements … and other relevant reports, when appropriate.” To better understand and minimize risks presented by the outsourcing of RegTech services, the boards of directors of regulated banks should include specialists in technology-assisted reporting and compliance.

**B. SHIFT FROM EXTERNAL TO INTERNAL SERVICE DELIVERY MODEL**

In Canada, like in many other countries, banks delegate the delivery of services to third parties assuming that outsourcing results in efficiency (that is, obtaining high-quality services at the lowest possible cost), improves the quality of services, or provides quick access to state-of-the-art technology. The proponents of the standard market model of service delivery highlight the key role of competition in ensuring the aforementioned benefits of outsourcing. Competition drives down prices, improves the quality of services, and encourages innovation. Additional regulation of RegTech services may disrupt the benefits of competition and, eventually, advance the shift from the external to the in-house provision of RegTech services. One can imagine several reasons why this may happen.

First, additional regulation may significantly shrink the market for RegTech services available to Canada’s big banks. There is a possibility that only bigger and established RegTech businesses will be willing and able to commit themselves to additional reporting requirements and liability to get an opportunity to deliver services to federally regulated banks. The oligopolization or even the monopolization of the market for RegTech may reduce the quality of services and drive up the prices. As such, it may potentially be cheaper

---
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for banks to develop quality RegTech instruments internally than to procure them in the conditions of limited competition.

Second, the internalization of RegTech will allow banks to avoid additional regulatory burden. Regulated banks, for example, will not have to develop risk management programs for RegTech outsourcing arrangements and conduct internal due diligence to determine the nature and scope of the business activity to be outsourced. Unlike the traditional forms of outsourcing, implementation of such programs for complex RegTech systems may be associated with substantial costs.

Third, the delivery of RegTech services in-house can reduce the costs of compliance down the line. While banks may have to make sizable investments in the internal development of technology, in-house provision of RegTech services zeroes out the transaction costs of external service provision. Those banks that will choose to internalize the delivery of RegTech services have two alternatives: they can develop RegTech instruments from scratch or buy existing RegTech companies and integrate them into their corporate structure.

The 2018 amendments to the Bank Act, that have not yet been fully implemented, may facilitate the eventual shift from outsourcing to the in-house development of RegTech instruments. The amendments permit banks to engage in a number of additional activities that relate to the provisions of financial services. They include “designing, developing, manufacturing, selling and otherwise dealing with technology” and “collecting, manipulating and transmitting information.” These provisions, if fully implemented, will allow banks to market their in-house technology to financial and non-financial institutions and compete with FinTech and RegTech vendors.

VII. ADDRESSING ANTICIPATED CRITICISM OF DELEGATED REGULATION

This article has argued that the delegated regulation of the RegTech industry by federally regulated banks is sufficient to address the risks presented by technology. As mentioned in Part IV, banks’ access to resources and information and economic incentives create the necessary conditions for private enforcement of rules mandated by the regulator. Meanwhile, the critics of delegated regulation may worry that these conditions will not be sufficient to ensure compliance with the proposed regulatory design. They may argue, for example, that due to the potential risks presented by technology, direct regulatory supervision of banks and RegTech is necessary. This part envisions and addresses the main arguments that may be levelled by the critics of delegated regulation and then discusses opportunities for more direct involvement of OSFI in the regulation of technology-driven reporting and compliance.
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First, skeptics and critics may reasonably argue that, just like the regulator, banks lack expertise in services delivered by RegTech companies. Indeed, a lack of in-house expertise is one of the reasons why banks choose to outsource RegTech services in the first place. Some reports indicate that “[m]embers described the difficulty of overseeing third-party vendors that create AI applications used in chatbots, credit underwriting, [and] fraud detection.”\(^ {130} \)

Although it is true that the oversight of RegTech presents challenges for banks, there is no evidence that the regulator is currently better equipped to perform this task. As was mentioned above, banks’ resources, skills, and information lay the groundwork for effective oversight.

Second, skeptics may suggest that banks will not take their duties seriously and will play only a nominal role in public enforcement. Banks may, for example, exploit OSFI’s guidelines to avoid meaningful supervision of RegTech service providers and, simultaneously, shield themselves from liability. In case of the oligopolization or monopolization of the market for RegTech services, the opportunities for the manipulation of regulatory requirements will increase. It will be easier for banks and RegTech companies to agree upon concerted actions in circumvention of rules imposed by OSFI. The regulator, of course, must be ready to implement additional mechanisms to deter and, when necessary, punish wrongdoings.\(^ {131} \)

At the same time, Anita Anand and Andrew Green offer ample evidence that OSFI’s regulatory process has not been conducive to rent-seeking behaviour by banks.\(^ {132} \) This may be counterintuitive because on many important issues, including outsourcing, OSFI relies on principles-based and delegated regulation.\(^ {133} \) The effectiveness of OSFI’s model of regulation is best explained by its ability to remain insulated from political influence and partisanship.\(^ {134} \)

According to Anand and Green, “OSFI operates in a ‘black box’, keeping information about its policy formation and enforcement confidential. With its informational advantage, it is able to undermine the possibility that banks will collude or rent-seek.”\(^ {135} \)

Another criticism that may be levelled against delegated regulation is that the regulator has access to a more diverse set of accountability measures than a bank. An outsourcing contract can provide for fines, specific performance, and other types of remedies in case of breach of contracts’ terms by a service provider. As discussed above, ultimately, a bank can terminate a contract, thereby depriving a RegTech service provider of a substantial source of revenue. However, this punishment may be ineffective because it allows the service provider to continue doing business with other customers. The effectiveness of contract termination as a deterrence measure partially depends on the level of competition amongst the providers of RegTech services. Generally, the more competitive the market, the easier

\(^ {130} \) Kate Berry, “CFPB Catches Flak from Banks, Credit Unions on Risks of AI” (6 December 2018), online: <www.americanbanker.com/payments/news/cfpb-catches-flak-from-banks-credit-unions-on-risks-of-ai>.
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it is to replace a service provider. At the same time, competition is not the only factor that influences a bank’s decision whether to terminate a contract or not. If a RegTech service provider becomes an integral part of a bank’s infrastructure, the process of replacing it with a competitor is accompanied by security risks and costs. Thus, it is plausible that banks will be willing to replace RegTech service providers only when there is evidence of an egregious breach or blatant exploitation. Finally, competition for a bank’s business may disappear as soon as the winning bidder customizes off-the-shelf RegTech technology.

Another argument against delegated regulation is that RegTech companies will be deliberately avoiding sharing some information with the banks. The risk of withholding crucial information about RegTech algorithms’ codes may be particularly high if RegTech firms see banks as their potential competitors. When getting access to sensitive information or trade secrets necessary to ensure compliance, direct public regulation may prove more effective than delegated regulation because RegTech companies will be more willing to disclose information to regulators than to potential market competitors. In order to address this flaw of delegated regulation, outsourcing contracts between banks and RegTech companies can provide considerable fines and other remedies for the breach of non-compete clauses.

On balance, it is true that poorly designed and executed delegated regulation can be conducive to unaccountability and wrongdoings. Its success depends on a number of factors that include competition amongst RegTech companies, access to information about algorithms, the efficiency of outsourcing, and banks’ willingness and ability to execute regulatory mandates. In theory, however, delegated regulation of RegTech seems like an effective regulatory response to start addressing the risks discussed in this article. Of course, the regulator should be ready to assume more control over the RegTech industry if it sees the signs of abuse of regulatory standards. As such, delegated regulation does not exclude the need to develop bureaucratic expertise and invest in additional regulatory resources.

Due to the limits of contract-based accountability and deterrence measures discussed above, OSFI could diversify its accountability toolbox. One option would be to create a list of non-compliant RegTech companies and ban wrongdoers from participating in future dealings with the government and with federally regulated entities. Potentially, regulators could also create a licencing process for RegTech companies that deliver services to federally regulated entities.
regulated industries and impose fines on those companies that breach the conditions of their licence. Both options could potentially deter wrongdoing.

Additional opportunities for more direct involvement of OSFI in the regulation of technology-driven reporting and compliance may materialize down the line. First, OSFI could introduce the so-called “regulatory sandboxes” for RegTech instruments that will be developed by the banks under the amended Banks Act:

The principles of regulatory sandboxes can originally be found within the technology sector where a sandbox represents a virtual environment to test in isolation a new process or software. However, in the financial markets context, a better parallel may be with clinical trials, as the sector is similarly regulated to prevent consumer harm while testing new innovation.143

Regulators in Canadian provinces, the United Kingdom, Australia, and Singapore have been using regulatory sandboxes to determine legal compliance of a number of projects — blockchain-based money transfers,144 rules-based methodology for regulatory compliance,145 applications for trading in digital capital market products,146 and Shariah-compliant equity investments.147

Second, OSFI will be able to directly participate in technology-driven reporting and compliance as it embraces supervisory technology, or SupTech, in its work.148 Just like RegTech, SupTech refers to different types of technological innovation, such as artificial intelligence, machine learning, and natural language processing, that facilitate data collection and data analytics by regulators.149

Some foreign regulators, for example, are considering opportunities for translating legal rules into codes and issuing regulations in both human-readable and machine-consumable forms.150 This will not only minimize the risk of translation distortions but also promote the efficiency of the reporting process. Regulators will be able to feed machine-consumable regulations directly into the banks’ compliance systems, thereby eliminating the need for the interpretation of regulatory requirements.151
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Although machine-consumable regulations could address the problem of translation distortions, the prospects for their implementation are contingent upon the regulator’s resources and appetite for the reconceptualization of financial regulation. The process of translating rules into granular codes consumes substantial human resources and increases the cost of regulation.¹⁵² The regulator will also have to incur additional costs and reputational damages if machine-consumable regulations lead to mistakes or broader policy failures.¹⁵³ Finally, not all regulatory requirements will benefit from greater precision. Some level of flexibility is meant to account for institutional contexts.¹⁵⁴ As such, OSFI will have to conduct a careful overhaul of its regulatory framework to balance the stringency of machine-consumable regulations with more flexible approaches to regulation that embrace contingencies.

VIII. CONCLUSION

This article has examined the role of federally regulated banks as emerging delegated regulators of RegTech. It has argued that OSFI can rely on a familiar instrument of delegated regulation — a pro forma outsourcing contract — to extend public requirements to RegTech companies that are currently beyond the government’s reach. In advocating for the delegated regulation of RegTech, this article sought to allay the concerns of those who think that the proposed design cannot adequately address challenges posed by algorithms and outsourcing.

The proposals described in this article are only a first step towards financial regulation that accounts for challenges and opportunities presented by RegTech. Even if we can agree that delegated regulation is the best solution to minimizing the risks of RegTech, the details of regulatory design remain a significant issue. Delegated regulation imposes additional public duties on banks and, by extension, on RegTech companies, thereby cutting against their private nature. The regulator’s encroachments on firms’ contracts, market strategy, and corporate governance will likely be met with resistance. Consultations with regulated banks and RegTech representatives may inform OSFI of various considerations that could increase delegated regulation’s chances for success. However, the complexity of the task and potential institutional resistance to change should not deter OSFI action. It is both necessary and feasible to subject the authority of private RegTech companies over the domestic financial system to public oversight and baseline standards.

¹⁵³ Ibid.
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