In recent years, a debate has emerged over the extent to which victims of cyber security intrusions should be permitted to conduct activities in response — in particular, activities with effects in networks outside the victim’s own. Such controversial efforts are often referred to as active cyber defence (ACD) or, more colloquially, as “hack-back.” While multiple researchers have written about how private-actor ACD fits within the United States legal framework, this topic remains understudied from a Canadian perspective, raising the question of how Canadian legislation may address ACD. Currently, Canadian legislation implicitly prohibits most, if not all, ACD efforts, but international law likely leaves room for countries to legalize certain forms of ACD. Going forward, there may be a significant benefit to Canadian legalization of ACD if these efforts are limited to “intelligence gathering” and constrained by strict government oversight.
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I. Introduction

In 2019, a journalist for *MIT Technology Review* wrote an article on what he called “a recipe for cybersecurity chaos.”1 “Sometimes when tech policymakers try to solve a problem,” he explained, “their proposed cure would only make matters much worse.”2 He was referring to active cyber defence (ACD) and more specifically, to the *Active Cyber Defense Certainty Act*, a bill introduced by United States Congressman Tom Graves.3 ACD is based on the premise that current cyber security best practices have proven to be far from adequate to address the multitude of cyber threats that companies face. According to Graves and other proponents of ACD, more aggressive measures need to be legalized, in order to allow victims of cyber intrusions to defend themselves against malicious actors. With this in mind, the *ACDC Act* aimed to legalize certain cyber security practices or, at least, clarify their legality.4

ACD supporters suggest that the private sector’s resources and willingness to address hacking efforts outweigh those of government but that firms cannot effectively channel those resources without increased authority.5 Critics, on the other hand, allege that ACD is another name for “hack-back,” an activity prohibited by the US *Computer Fraud and Abuse Act* on the grounds that it constitutes unauthorized access of a computer.6 They suggest that legalizing hack-back could have disastrous effects, from violations of international law, to collateral damage to third party computers, to escalation of state-sponsored cyber intrusions. Rather than enhancing security, critics suggest, ACD has the potential to do just the opposite.7

Other countries are also grappling with the ACD question, albeit in different ways. France has stated its opposition to hack-back, while also acknowledging the need to clarify what actions private actors can take.8 On the more permissive side, the Netherlands considered

---

2 Ibid.
allowing law enforcement officials to take hack-back measures in 2012.9 Meanwhile, Singapore has gone the furthest in exploring the possibility of ACD, amending legislation in 2003 to allow the government to issue a certificate to authorize private actors “to prevent or counter any [computer] threat.”10 While this provision was repealed in 2018, such innovations show that the US is not the only state considering the appropriate response to ACD.

To date, the ACD debate has centred on how the US government should address ACD and on how its computer legislation, specifically the Computer Fraud and Abuse Act, currently applies to ACD.11 With this focus on the US context, relatively few academics have compared countries’ relevant legislation12 or explored questions of international law.13 There are also few examinations of a particular country’s approach toward ACD.14 Meanwhile, among the few Canadian contributions to the literature,15 no academic work has specifically considered ACD or hack-back through the lens of Canadian legislation or policy. This gap is worth filling for several reasons.

First, and most obviously, Canada’s legislation is distinct from that of the United States and deserves its own treatment in the area of ACD. This is particularly true given that some areas of ACD fall within what one set of experts call “the gray zone” of US law.16 For instance, Canada and the United States both have laws addressing computer hacking, but it is the details of those laws that matter when it comes to ACD. While it is fair to say that the majority of ACD activities are illegal in most jurisdictions,17 the legality of certain forms appears less clear.

11 Supra note 6.
15 Canadians’ main contributions in this area have been a work examining the concept of hack-back promoting equality in cyberspace and a work discussing hack-back in the context of ethical hacking. See Jennifer A Chandler, “Technological Self-Help and Equality in Cyberspace” (2010) 56:1 McGill LJ 39; Alana Maurushat, Ethical Hacking (Ottawa: University of Ottawa Press, 2019) at 237–52. Note that Maurushat’s work is based on research done for Public Safety Canada over 2010–2011.
17 Rosenzweig, supra note 13 at 114.
Second, the potential for the US to legalize ACD raises questions for Canada. Were the US to legalize ACD, US firms with a Canadian presence have an obvious interest in understanding how Canadian law would impact their efforts to employ ACD. Moreover, cyber intrusions do not respect political or geographical boundaries; US companies would almost inevitably conduct ACD that affected computers in Canada, as well as in other jurisdictions. And even if the US passed legislation to legalize ACD, such a law would not provide immunity from Canadian laws if a US firm were to “hack back” a network located in Canada. In this situation, Canada would be forced to clarify its own position on ACD.

Third, there are reports that ACD is already widely occurring, while going unpunished. A highly cited 2012 survey from Black Hat, one of the top two hacker conferences in the US, found that 36 percent of attendees admitted to engaging in retaliatory hacking — although it is unclear whether their responses referred to hacking back on their own behalf or on behalf of a firm. Meanwhile, others have pointed to the use of automated software that conducts illegal retaliation or to the possibility that cyber security firms are venturing into others’ networks in order to produce attribution reports on hacking efforts. Despite these reports, as of 2019, there had been no cases of prosecution of what could be construed as “self-defence” in cyberspace. A particularly interesting case is that of Shawn Carpenter, a cyber security analyst who in 2003 traced a hack to a server in China and subsequently handed over this intelligence to the FBI. Not only did the FBI welcome his assistance, but when Carpenter’s employer Sandia National Laboratories fired him on the grounds that he had broken the law, he sued for wrongful termination and won. In fact, Rosenzweig suggests that “[i]t may well be that official disapproval with informal tolerance is a recurring model across the globe.” In such a context, it is important to clarify the state of Canadian law in regard to ACD — even if legislation in the US and other states does not become more permissive.

Finally, there is the strong possibility that Canadian firms may already be engaging in ACD to some extent, perhaps even unintentionally. For example, an innovative cyber security firm may develop new tools that have an effect outside its clients’ networks, without understanding the legal implications. Or if a company is already supplying a government client (such as a military) with products or services for cyber defence, it may begin to provide similar products or services to private-sector clients. Certainly, Canada’s cyber ecosystem holds the potential to enter into hack-back efforts. A 2019 report by the Canadian
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18 Ibid at 113.

19 Alan Brill & Jason Smolanoff, “Hacking Back Against Cyberterrorists: Could You? Should You?” (2017) 9 Defence Against Terrorism Rev 35. The authors also point out that, due to the nature of information routing on the Internet, data packets cross multiple states’ jurisdictions on their way to their destinations; in fact, a single message can be divided into multiple packets following different routes. They suggest that it may be not only the cybercrime laws of the origin country and the destination country that matter but also the laws of any countries through which the data travels.


21 Maurushat, supra note 15 at 244; Smith, supra note 7 at 176–79.

22 Rabkin & Rabkin, supra note 5 at 10.

23 Maurushat, supra note 15 at 249. Maurushat states, “There are no cases that deal with defending oneself against an online attack. There is likewise little literature on the topic in most jurisdictions other than the United States” (ibid).

24 Schmidle, supra note 6.

25 Supra note 13 at 115.
Association of Defence and Security Industries (CADSI) found 201 Canadian firms identifying as cyber security firms and 75 identifying as cyber defence firms. Among cyber defence firms, capabilities include what CADSI classifies as “active” capabilities (“attack surface analysis, hunt and adversarial pursuit, red cells, counter-surveillance”) and “reactive” capabilities (“internal defence measures, response actions”). In both categories, CADSI assesses that “Canadian firms have in-depth cyber defence knowledge, demonstrable capabilities, mature products/services and measurable successes in this area.” While these cyber defence firms work in partnership with government agencies, mostly Canadian allies, there is obviously overlap between the expertise required for cyber security and cyber defence. Along the same lines, Canada’s cyber and signals intelligence agency, the Communications Security Establishment (CSE), highlighted in its 2020 National Cyber Threat Assessment that “advanced cyber tools” are increasingly available in commercial markets. These developments raise questions around what Canadian firms are allowed to do to support private-sector clients, as well as what kind of software they are allowed to provide — whether inside or outside Canada.

Given these factors, this article examines the relationship between ACD and Canada’s legislative framework. It begins by defining ACD and hack-back. Next, it provides an overview of the relevant legislation, namely the Criminal Code and Canada’s anti-spam legislation. Relevant international law will also be discussed. Three potential ACD scenarios are then considered, along with how legislation applies in these contexts. The article concludes with an analysis of ACD that examines the need for ACD in the current cyber security landscape, while also evaluating ACD’s possible risks.

II. DEFINING ACD

Before exploring the subject of ACD, it is important to understand that there is no agreed-upon definition for ACD or hack-back, a gap that poses a challenge to the ACD debate. On one end of the spectrum, some consider ACD and hack-back to be directly equivalent. Schneier refers to ACD as a euphemism for hack-back, saying that the term “just serves to hide what it really is: server-to-server combat.” Similarly, much of the media discourse around the ACDC Act proposed in the US in 2019 referred to the bill as a “hack-back”

27 Ibid at 15.
28 Ibid.
29 Ibid. at 17.
31 RSC 1985, c C-46.
32 An Act to promote the efficiency and adaptability of the Canadian economy by regulating certain activities that discourage reliance on electronic means of carrying out commercial activities, and to amend the Canadian Radio-television and Telecommunications Commission Act, the Competition Act, the Personal Information Protection and Electronic Documents Act and the Telecommunications Act, SC 2010, c 23, s 3 [CASL].
33 Supra note 7 at 203.
ACD has also been called “an intentionally ill-defined term” that is inclusive of both legal measures — inside one’s own network — and illegal hacking back — inside an adversary’s or a third party’s network.35

Others suggest that ACD is a more nebulous concept, with hack-back being either an extreme version of ACD or something different altogether. Hoffman and Levite suggest that ACD is not an all-or-nothing proposition; the key question is not whether ACD in general should be legal but what kind of ACD is appropriate.36 A report by the George Washington University’s Center for Cyber and Homeland Security uses the term “active defense spectrum” to refer to the range of activities between passive defence (such as firewalls) and hack-back.37 On this spectrum, some activities are widely accepted. For example, there is no controversy over whether threat hunting38 is legal, though it is often considered to surpass mere “passive” security measures.39 Other activities fall into what the report’s authors term “the gray zone.”40 Similarly, Rosenzweig focuses less on a concrete definition for ACD and more on key definitional questions around a cyber response’s location and effects — in other words, whether it takes place inside or outside the firm’s own network and whether it involves observing the original hacker, accessing data, or disrupting or damaging the hacker’s network.41 These researchers would consider ACD to be a fairly broad category that may or may not encompass hack-back.

For the purposes of this article, ACD is defined as any non-governmental response to cyber threats or intrusions using technical means, when that response has effects outside the defender’s own network. This definition includes private responses in cyberspace regardless of whether they are legal or illegal, proactive or reactive, automated or directed by a human. It also includes efforts to unobtrusively collect information about the intruder, as well as activities causing actual damage to an adversary’s network. However, the definition excludes any actions taking place exclusively inside the defender’s own network, such as honeypots (decoys set up inside a network to isolate and monitor hackers’ efforts). In addition to the term “ACD,” this article also sometimes uses the term “hack-back,” either to refer to actions that clearly fall outside legal authorization, or when paraphrasing sources.

Note that this article typically uses the (admittedly broad) term “cyber intrusion” to refer to malicious actors gaining unauthorized access to a computer system. These terms are used

34 Shannon Vavra, “Congress to Take Another Stab at ‘Hack Back’ Legislation (13 June 2019), online: <www.cyberscoop.com/hack-back-bill-tom-graves-offensive-cybersecurity/>; Robert Chesney, “Hackback is Back: Assessing the Active Cyber Defense Certainty Act” (14 June 2019), online: <www.lawfareblog.com/hack-back-back-assessing-active-cyber-defense-certainty-act>; Giles, supra note 1. Note that in the Center for Cyber and Homeland Security’s report (supra note 16 at 39), Nuala O’Connor stands out as an exception in that she differentiates between hack-back and ACD, while also stressing that “unauthorized access to another’s computer or network” is and should remain the difference between the two.

35 Schmidle, supra note 6.


37 Supra note 16 at 10.

38 Threat hunting involves searching one’s own network for threats to observe and learn from hackers’ behaviour, rather than the more aggressive response that constitutes hack-back.

39 Centre for Cyber and Homeland Security, supra note 16 at 10.

40 Ibid.

41 Supra note 13 at 107.
regardless of whether the malicious actor is a state, a criminal, or any other actor. While the term “cyber attack” is still commonly used, it is sometimes understood to refer only to attempts to disrupt the computer’s functions, excluding attempts to collect data. The term “cyber attack” is also less distinguishable from the term “armed attack” as defined in international law.

Finally, the word “defender” is used to indicate that ACD may include efforts by individuals as well as companies, although of course ACD could be legalized in such a way as to allow for only companies, or a subset of companies, to have the authority to conduct ACD. That said, since companies are expected to be the primary users of ACD, I frequently refer to companies rather than “defenders” in this article.

III. CANADA’S LEGAL FRAMEWORK: LAWS IMPACTING ACD

While legal experts have explored the legal context for ACD in the United States, no similar discussion has taken place in Canada. Similarly to the US context, however, the following discussion centres on the legal concepts of unauthorized computer use and defence of property in cyberspace. Several questions are relevant:

(1) How does the law define computer crime (for example, hacking)? Would some or all ACD efforts be considered an offence?

(2) Given that an exception exists in the Criminal Code for the defence of property, does ACD qualify?

   i. Can the data that ACD (ostensibly) defends be considered a form of property?
   ii. If so, do ACD actions qualify as “defence” of that data?

This article explores the answers to these questions using an overview of applicable federal law.

43 ACD is generally discussed as a means for businesses, as opposed to individuals, to protect themselves, likely because sophisticated adversaries target businesses (and governments). For this reason, it is reasonable to assume that firms (particularly those with significant resources) would be the primary entities to possess both the resources and the motivation to conduct ACD. However, from the legislative perspective, several approaches are possible. ACD could be conducted by licensed IT professionals or licensed cyber security firms. It could also be limited to firms in particular sectors, such as those in critical infrastructure or, even more narrowly, the finance or technology sector. Note that, in previous legislative efforts, neither Singapore nor the US has distinguished between the ACD efforts of individuals and other entities in regard to ACD. See US, Bill HR 4036, Active Cyber Defence Certainty Act, 115th Cong, 2017, s 4(3)(A); ACDC Act, supra note 3, s 4(3)(A); Computer Misuse Act, supra note 10, s 15(A)(1).
44 See e.g. Zach West, “Young Fella, If You’re Looking for Trouble I’ll Accommodate You: Deputizing Private Companies for the Use of Hackback” (2012) 63:1 Syracuse L Rev 119 at 138–39; Craig, Shackelford & Hiller, supra note 12 at 731–43. The latter article also explores laws around “unauthorized access” across the G8.
45 Supra note 31.
A. ACD AS COMPUTER CRIME?

The first question concerns whether ACD qualifies as computer crime. While Canadian law does not use the term “hacking” per se, the Criminal Code46 contains two sections understood to address the illegal hacking of computers, and Canada’s anti-spam legislation47 similarly addresses the illegal installation of computer programs. The Criminal Code also contains a section relevant to the possession of devices used to commit computer crime.48

1. SECTION 430(1.1) OF THE CRIMINAL CODE: MISCHIEF IN RELATION TO COMPUTER DATA

First, section 430(1.1) of the Criminal Code establishes the offence of “mischief in relation to computer data” as follows:

Everyone commits mischief who wilfully

(a) destroys or alters computer data;
(b) renders computer data meaningless, useless or ineffective;
(c) obstructs, interrupts or interferes with the lawful use of computer data; or
(d) obstructs, interrupts or interferes with a person in the lawful use of computer data or denies access to computer data to a person who is entitled to access to it.49

Section 430(1.1)(a) and (b) speak to wilfully destroying data, altering it, or rendering it unusable. These charges likely apply to ACD efforts that destroy stolen data in an attempt to preserve its confidentiality. This is particularly true given how computer data is defined: “representations, including signs, signals or symbols, that are in a form suitable for processing in a computer system.”50 Similarly, the term “wilfully” would also apply to any ACD efforts, given that the would-be victim knowingly caused the event to occur.51

This leaves section 430(1.1)(c) and (d), which refer to obstructing, interrupting, or interfering with the “lawful” use of computer data or a person lawfully using that data. The word “lawful” is key here: such a term would hardly apply to data illegally taken from a victim’s network. For example, if a victim company conducts ACD that interferes with the hacker’s efforts, (c) and (d) do not appear to apply given that the use of the data was not lawful in the first place. This would also be true in the case of a cyber security contractor hired by the victim company to act on its behalf.

46 Ibid.
47 CASL, supra note 32.
48 Supra note 31.
49 Ibid.
50 Ibid, s 342.1(2). (Note that section 430(8) advises that computer data is defined in this section as in section 342.1(2).)
51 Ibid, s 429(1), defines “wilfully causing event to occur” as follows:
   Every one who causes the occurrence of an event by doing an act or by omitting to do an act that it is his duty to do, knowing that the act or omission will probably cause the occurrence of the event and being reckless whether the event occurs or not, shall be deemed, for the purposes of this Part, wilfully to have caused the occurrence of the event.
2. **SECTION 342.1(1) OF THE CRIMINAL CODE: UNAUTHORIZED USE OF COMPUTER**

Another, broader offence concerns using a computer in an unauthorized manner. Section 342.1(1) states that anyone is guilty who, “fraudulently and without colour of right”:

(a) obtains, directly or indirectly, any computer service;
(b) by means of an electro-magnetic, acoustic, mechanical or other device, intercepts or causes to be intercepted, directly or indirectly, any function of a computer system;
(c) uses or causes to be used, directly or indirectly, a computer system with intent to commit an offence under paragraph (a) or (b) or under section 430 in relation to computer data or a computer system; or
(d) uses, possesses, traffics in or permits another person to have access to a computer password that would enable a person to commit an offence under paragraph (a), (b) or (c)\(^52\).

Note that “computer service” is defined fairly broadly and includes “data processing and the storage or retrieval of computer data.”\(^53\)

This section appears to prohibit most, if not all, ACD efforts, on the grounds that any action taken outside the defender’s network would likely qualify as obtaining and/or intercepting a computer service. For example, even if a “hack-backer” enters the network of either the hacker or a third party merely to perform surveillance, that individual could be considered to be intercepting computer functions. While section 430(1.1) speaks directly to the alteration of data, the “unauthorized use of computer” offence in section 342.1(1) is clearly more encompassing and would potentially apply to any and all ACD efforts.\(^54\)

It is worth noting that section 342.1(1) applies only to those who act “fraudulently and without colour of right,”\(^55\) terms left undefined in the Criminal Code. While the offence has never been tried by the Supreme Court of Canada, it has been considered by the Quebec Court of Appeal on two occasions, *R. c. Parent* and *Thibodeau c R*,\(^56\) and most recently by the Alberta Court of Appeal in *R. v. McNish*.\(^57\) All three cases involved a member of a police force using access to confidential databases to conduct searches for reasons other than professional purposes. In *McNish*, the Alberta Court of Appeal interpreted the word “fraudulently” consistently with previous interpretations of the way the word is used in other sections of the Criminal Code, such as section 332 (the misappropriation of funds) and section 322 (theft).\(^58\) The Court concluded that, as in *Parent*, “a computer is used fraudulently within the meaning of s. 342.1(1) when it is used intentionally, without mistake, with subjective knowledge that the use is unauthorized.”\(^59\) The Court also agreed with *Parent* that it is not necessary for the accused to believe the act to be morally wrong.\(^60\) Finally, the Court found that the accused acted “without colour of right,”\(^61\) a term previously defined as...
“an honest belief in a state of facts which, [if true], would at law justify or excuse the act done.”

These cases are obviously quite different from ACD, involving the use of police resources for unauthorized purposes, rather than technical efforts conducted by a hacking victim. Nevertheless, they do imply that ACD would fall into the category of unauthorized computer use. First, as in McNish, anyone intercepting the services of another’s computer could be said to be acting intentionally, knowing that use to be unauthorized. Second, fraudulence need not involve an attempt at monetary gain, such as the theft of credit card data. It can involve the use of a database to collect information, even if, as in the case of Parent, that information is turned over to another person without monetary compensation. This means that even an ACD user who gathers information about a threat and turns it over to the police could be said to be acting fraudulently. Finally, the question of whether an ACD user believes their actions to be morally right is irrelevant.

3. SECTION 8 OF CANADA’S ANTI-SPAM LEGISLATION: INSTALLATION OF COMPUTER PROGRAM

Besides the Criminal Code, a second law of significance to ACD is CASL, which, among other things, targets spyware. CASL regulates “commercial conduct that discourages the use of electronic means to carry out commercial activities.” CASL specifies that an individual may not “in the course of a commercial activity, install or cause to be installed a computer program on any other person’s computer system or, having so installed or caused to be installed a computer program, cause an electronic message to be sent from that computer system” unless the individual has either a court order or “express consent of the owner or an authorized user.”

This law is particularly relevant to “beacons.” A beacon is one of several tools that can notify the owner if protected files leave the network, potentially even ascertaining the stolen files’ new location. In practice, this is a piece of computer code placed into an important file. It can either act as a “burglar alarm” to alert the file owner of an attempt to move the file outside the network, or, in more extreme cases, it can send “information about the internet addresses and network configurations of the computer systems that a stolen document is channeled through, ideally assisting with attribution and forensic evaluation of remote devices.” If a beacon causes the unauthorized installation of a computer program, it would
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62 R v Simpson, 2015 SCC 40 at para 31, citing R v DeMarco (1973), 13 CCC (2d) 369 (Ont CA) at 372.
63 McNish, supra note 57 at paras 58, 62.
64 Supra note 56 at para 11. In Parent, a member of the Royal Canadian Mounted Police obtained information related to three vehicle registration numbers and then provided the information to a private investigator without remuneration.
65 McNish, supra note 57 at para 59.
66 Supra note 31.
67 Supra note 32.
68 Ibid, s 3.
69 Ibid, s 8(1).
71 Center for Cyber and Homeland Security, supra note 16 at 10.
qualify as an offence under section 8(1) of CASL. This may not be the case for a beacon that simply notifies the owner that files have been copied to another network, but it is a potential concern if the beacon installs a program on the hacker’s network, in order to send back information to the original data owner regarding its new location.

4. SECTION 342.2(1) OF THE CRIMINAL CODE: POSSESSION OF DEVICE TO OBTAIN UNAUTHORIZED USE OF COMPUTER SYSTEM OR TO COMMIT MISCHIEF

Finally, while the legislation discussed so far applies to ACD itself, the Criminal Code also contains a prohibition relevant to companies that might market ACD tools, even if they do not themselves carry out ACD. Section 342.2(1) declares anyone guilty who:

without lawful excuse, makes, possesses, sells, offers for sale, imports, obtains for use, distributes or makes available a device that is designed or adapted primarily to commit an offence under section 342.1 or 430, knowing that the device has been used or is intended to be used to commit such an offence.

Notably, the definition of device includes computer programs, which could, in turn, include ACD software. However, ACD software is often multipurpose software that can be used for legal as well as illegal means, depending merely on whether it is deployed inside or outside the defender’s own network. In other words, companies marketing ACD software could make the case that they designed and intended their software to be used only for legal purposes. This reasoning in itself might constitute “lawful excuse.”

As things stand, then, ACD should in general be considered illegal under the Criminal Code, despite no offence having been prosecuted so far. This is due to the broad nature of the “unauthorized use of computer” offence in section 342.1(1) of the Criminal Code, which classifies any form of unauthorized interception of a computer service as an offence. Other Canadian legislation is also relevant: section 430(1.1) prohibits tampering with data, while CASL prohibits the unauthorized installation of computer programs.

The next section will consider whether an exception may exist for ACD as the defence of property.

---

72 Supra note 32.
73 Note that CASL also prohibits altering “transmission data in an electronic message” to deliver it to another destination “in the course of a commercial activity” (ibid, s 7(1)). However, this provision would not generally apply to ACD, given that an electronic message is defined as “a message sent by any means of telecommunication, including a text, sound, voice or image message” (ibid, s 1(1)). While attribution data could certainly be transmitted back to the victim company in the form of a message, the data is unlikely to be a “message” in its initial state.
74 Supra note 31, s 342.2(1).
75 Ibid.
76 Ibid, s 342.2(4)(b).
77 Schmidle, supra note 6. This article refers to “MazeHunter,” a product capable of being used inside or outside the defender’s network.
78 Supra note 31.
79 Ibid.
80 Supra note 32.
B. ACD AS THE DEFENCE OF PROPERTY?

While prohibiting mischief and unauthorized computer use, Canadian law does contain provisions in the Criminal Code allowing for the defence of property.81 Such an allowance prompts the question of whether data is considered property and, if so, whether defence of property could be used as a legal defence for ACD. In fact, in one of the few instances of Canadian research on ACD, Chandler argues that the concept of “self-help” is about promoting “equality” when it comes to an attack.82 If the defender’s options for self-help are too limited, the attacker will always hold the advantage in cyberspace.83

Similarly, US proponents of ACD have argued that ACD is legal as a form of self-help, specifically defence of property. West states that US common law allows corporations to exercise “rights of defense of property.”84 He points to networks and intellectual property as forms of property that US companies might be entitled to protect.85 While not in favour of unrestricted ACD, Kesan and Hayes also refer to US common law’s provisions for self-defence and defence of property.86 Although cautioning that lethal force is generally impermissible, they add that “mitigative counterstriking” (roughly equivalent to ACD) is likely to be considered non-lethal.87 In fact, even if the defence of property harms a third party, the defender may not be guilty if they have made “reasonable efforts” to find the real intruder.88

Section 35(1) of the Criminal Code states that an individual is not guilty of an offence if they meet four criteria for the defence of property.89 First, individuals must reasonably believe that they either own the property themselves or are acting under the owner’s authority.90 Second, they must reasonably believe that another person:

(i) is about to enter, is entering or has entered the property without being entitled by law to do so,
(ii) is about to take the property, is doing so or has just done so, or
(iii) is about to damage or destroy the property, or make it inoperative, or is doing so.91

Third, the act of defence must be conducted to prevent the intruder from entering or to expel them from the property, or to prevent them from “taking, damaging or destroying the property or from making it inoperative, or retaking the property from that person.”92 Fourth,
the defence must be “reasonable in the circumstances.”93 In summary, any defence must be undertaken under the authority of a property owner, acting to stop an intruder or would-be intruder from taking or harming property. The action taken must also essentially be for the purpose of mitigating damage and theft (for instance, as opposed to revenge), and that action must be reasonable.

Two issues would exist in using the exception for defence of property to justify ACD. The core issue is that data is not considered “property” under Canadian law. The Criminal Code differentiates between “mischief” committed in regard to property as opposed to computer data.94 “Property” is defined as “real or personal corporeal property,”95 while computer data is defined separately, as “representations, including signs, signals or symbols, that are in a form suitable for processing in a computer system.”96 Similarly, in R. v. Stewart,97 the Supreme Court of Canada ruled that confidential information was not considered to be property, as it could neither be “taken” nor converted. While not a case of cybercrime, the case concerned “the theft of confidential information per se,” as opposed to a “tangible object containing confidential information.”98 Justice Lamer noted, “[i]f confidential information is considered as property for the purposes of the theft section, other sections of the Criminal Code relating to offences against property may also apply” to information, including defence of property.99 Conversely, if confidential information is not considered as property for the purposes of the theft section, it seems reasonable to infer that information is also not property for the purposes of the section pertaining to defence of property.

Even if data were considered property, however, ACD would be unlikely to qualify as a defence of that property. For proactive measures like automated ACD, it would be difficult to claim that the would-be victim believed an intruder was “about to enter,” let alone steal or compromise data. Automated ACD establishes steps to be followed before the intruder is even detected, so that “defence” becomes something more akin to a pre-set trap for any and all intruders. And if a proactive approach could not be taken, the alternative would be the use of ACD following the discovery of a breach. The difficulty here is that many breaches are not discovered until weeks or months after the fact. For this reason, security firms are not generally able to “strike down intruders.”100 ACD in this case becomes not a matter of immediate reaction, but prolonged intelligence gathering. In other words, the Criminal

93 Ibid, s 35(1)(d).
94 Ibid, ss 430(1), 430(1.1).
95 Ibid, s 428.
96 Ibid, s 430(8) advises that computer data is defined as in section 342.1(2), from which this definition is taken.
98 Ibid at 974 [emphasis in original]. Justice Lamer stated at 979–80:

[Property must be capable of being taken or converted in a manner that results in the deprivation of the victim.]

…

The question is thus whether confidential information is of a nature such that it can be taken or converted. In my opinion, except in very rare and highly unusual circumstances, it is not. As we have seen, information per se cannot be the subject of a taking. As for conversion, it is defined as an act of interference with a chattel inconsistent with the right of another, whereby that other is deprived of the use and possession of it. Confidential information is not of a nature such that it can be converted because if one appropriates confidential information without taking a physical object...the alleged owner is not deprived of the use or possession thereof.

99 Ibid at 976–77.
100 Rabkin & Rabkin, supra note 5 at 11.
Code’s provision for defence of property is likely insufficient to enable ACD in an effective way.101

IV. INTERNATIONAL LAW: IMPACTS ON ACD

Were Canada to contemplate the inclusion of an exception for ACD in its computer crime legislation, it would still be constrained by international law. The most relevant treaty is the 2001 Convention on Cybercrime, also known as the Budapest Convention, a treaty signed and ratified by Canada as well as its allies.102 The Budapest Convention requires signatory countries to criminalize several acts that ACD would or could involve.103

First, Articles 2, 3, and 4 require the criminalization of illegal access, illegal interception, and data interference, respectively.104 Illegal interception in Article 3 refers to “the interception without right, made by technical means, of non-public transmissions of computer data to, from or within a computer system.”105 Meanwhile, data interference in Article 4 is “the damaging, deletion, deterioration, alteration, or suppression of computer data without right,” although a state may require that interference to cause “serious harm.”106 Certainly, some forms of ACD would be at odds with these two articles. However, Article 2 is most problematic from an ACD perspective.107 States must criminalize illegal access, defined as “access to the whole or any part of a computer system without right.”108 Article 2 thus poses the most definitive prohibition on allowing ACD. In other words, this article addresses not only more extreme forms of ACD that involve deleting data or damaging another network, but also any kind of surveillance outside one’s own network.

Article 6 also addresses the “misuse of devices” for purposes of illegal access, illegal interception, data interference, or system interference.109 States are required to criminalize “the production, sale, procurement for use, import, distribution or otherwise making available of” devices that are “designed or adapted primarily for the purpose of committing” one of the offences listed above, provided that it is “with intent” that they be used to commit one of the listed offences.110 Included in the category of “devices” are computer programs,111 and the fact that this definition would apply to ACD software means that states have agreed to prohibit companies from distributing such software “with intent.” This article is of course reminiscent of section 342.2(1) of the Criminal Code.112

Despite these prohibitions, there are two qualifying factors to be considered. First, the articles pertaining to ACD itself (Articles 2–4) refer to actions conducted “without right.”113 The fact that this phrase is not defined in the Budapest Convention leaves some room for
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interpretation. Access “without right” could apply to any action a firm takes outside its network, assuming that a state has criminalized such an action. At the same time, it is possible that a state such as Canada could establish a right for firms (or individuals) to deploy ACD under certain conditions. In this event, users of ACD would be within their legal rights, and Canada would not be in violation of the Budapest Convention.

Second, Rosenzweig points out that the Budapest Convention’s accompanying Explanatory Report\(^\text{114}\) allows that would-be cybercrimes may be considered “legal or justified not only in cases where classical legal defenses are applicable, like consent, self defence or necessity, but where other principles or interests lead to the exclusion of criminal liability.”\(^\text{115}\) This wording suggests leeway for states to allow cyber self-defence as a legal defence in criminal law. Nevertheless, as previously highlighted in the context of Canadian domestic law, the characterization of ACD as either self-defence or the defence of property remains problematic. Rosenzweig himself states that the right to self-defence is a limited one and that, if the law of piracy is used as an analogy, only a state is entitled to take ACD measures — although he entertains the possibility that a state may issue “letters of marque” to authorize “cyber privateers.”\(^\text{116}\) Self-defence, then, could only justify ACD if companies are somehow authorized by the state as “privateers”; in order to apply to the private sector, self-defence would need to be conducted on behalf of a state.

Beyond international law, there is the separate but related question of international norms. Along with over 75 other states and hundreds of companies, Canada has signed the 2018 Paris Call for Trust and Security, condemning hack-back on the part of the private sector or other non-state actors.\(^\text{117}\) Similarly, all G7 nations have domestic legislation forbidding unauthorized access, and as Shackelford et al. suggest, “If anything … the international community seems to be turning away from such a permissive regime [toward ACD] save, perhaps, for elements within the United States and Singapore.”\(^\text{118}\)


\(^{115}\) *Supra* note 13 at 108–109 [emphasis in original], citing *ibid* at para 38.

\(^{116}\) Rosenzweig, *ibid* at 112–13. Note that the suggestion of “letters of marque” gives rise to yet another question, that of state sovereignty. Only a state is capable of violating another state’s sovereignty. While a corporation that hacks back of its own initiative may violate another state’s domestic laws, its actions do not violate that state’s sovereignty. However, the situation changes if the defender’s actions are attributable to a state — as they may be in a scenario involving “letters of marque.” See Michael N Schmitt & Liis Vihul, eds, *Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations*, 2nd ed (Cambridge: Cambridge University Press, 2017) at 90–91. A separate but related consideration is the principle of due diligence. As stated in the *Tallinn Manual 2.0*, “a State must exercise due diligence in not allowing its territory, or territory or cyber infrastructure under its governmental control, to be used for cyber operations that affect the rights of, and produce serious adverse consequences for, other States” (*ibid* at 30). Similarly, Graham suggests that a state’s “imputed responsibility” to prevent cyber acts includes requirements such as criminal law against international cyber acts, investigation, prosecution, and co-operation with investigations conducted by victim states. David E Graham, “Cyber Threats and the Law of War,” (2010) 4:1 J National Security L & Policy 87 at 93–94. At the same time, the *Tallinn Manual* remains essentially a legal opinion, and its characterization of the requirement for due diligence does not necessarily represent international consensus, let alone binding international law. As Efroyn and Shany point out, it is not clear what due diligence would entail for issues such as whether host or intermediary states have a duty to stop potential cyber operations, or how to determine whether a state “should” be aware of a cyber operation launched from its territory. See Dan Efroyn & Yuval Shany, “A Rule Book on the Shelf? Tallinn Manual 2.0 on Cyberoperations and Subsequent State Practice” (2018) 112:4 AJIL 583 at 592–93.

\(^{117}\) *Paris Call for Trust and Security in Cyberspace* (12 November 2018), online: <pariscall.international/en/call>.

\(^{118}\) *Supra* note 12 at 409. Note that the authors’ remark refers to a bill viewed as enabling a limited form of ACD in Singapore, passed but no longer in effect.
In conclusion, international law and norms may discourage ACD, but this discouragement does not necessarily constitute outright prohibition. This leaves room for the possibility that Canada could amend the Criminal Code\textsuperscript{119} to carve out an exception for ACD.

V. ACD IN PRACTICE: THREE SCENARIOS

As the above discussion highlights, Canadian law prohibits most, if not all, ACD efforts, while international law also potentially sets restrictions on what actions can be legalized. However, ACD can take several forms, depending on how it is conducted and the actors involved. With this in mind, the following sections explore three scenarios in which ACD may be used, along with illustrative aspects of each scenario and a summary of how the law relates.

A. SCENARIO 1: A COMPANY RESPONDS TO A CYBER INTRUSION WITH ACD

In the simplest form of ACD, a company responds to a cyber intrusion. Either the victim company acts on its own behalf, or a security firm carries out ACD on behalf of a client or clients.

An example of such an event may have taken place in 2009 to 2010, when Google became aware of a breach to its infrastructure. Tracing the intrusion, Google was able to “determine definitively” that the source was located in China,\textsuperscript{120} and the company subsequently shared its intelligence with law enforcement, other affected companies, and the public as a whole.\textsuperscript{121} While it is not clear how Google gained its intelligence, some speculated that Google had ventured outside its corporate network, using a Taiwanese server in the process of tracing the cyber intrusion.\textsuperscript{122}

This incident demonstrates two main points about ACD. First, though the term “hack-back” may evoke warlike imagery of cyber offensives volleying between computers, the reality is quite different. What is called hack-back is frequently a matter of intelligence gathering, due to the challenges associated with stopping a real-time intrusion: an organization generally realizes an intrusion has taken place weeks or months afterward.\textsuperscript{123} This precludes the possibility of “stopping” a threat before it takes hold. Rather, a security firm will examine the evidence in the aftermath of the intrusion and compare it with other information, such as that of other security firms.\textsuperscript{124} In other words, ACD often becomes less about “striking” at an intruder, and more about collecting information in order to forestall future threats.
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\textsuperscript{121} David Drummond, “A New Approach to China” (12 January 2010), online: <googleblog.blogspot.com/2010/01/new-approach-to-china.html>.
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\textsuperscript{123} Indeed, a 2013 report by Mandiant on one threat actor, APT1, found that it held access to compromised networks for 356 days on average and almost five years in one case. Mandiant, “APT1: Exposing One of China’s Cyber Espionage Units” (2013) at 21, online: <www.fireeye.com/content/dam/fireeye-www/services/pdfs/mandiant-apt1-report.pdf>.
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Second, it is significant that Google was the firm that conducted this reconnaissance effort. Realistically, would-be users of ACD are a subset of the private sector, particularly those firms with significant resources or cyber expertise. Those companies are more likely to have the capacity to perform some measure of ACD — unlike small and medium enterprises, which may struggle to put even basic cyber security measures into place.\(^{125}\) Additionally, large companies or those providing critical infrastructure\(^ {126}\) present a more tempting target for advanced persistent threats — sophisticated threats in the form of state actors or criminal groups. In contrast, the majority of companies have little incentive to use ACD because they face much less formidable threats; basic cyber security measures are generally adequate for their needs.\(^ {127}\)

In Canadian jurisdiction, such an intrusion would fairly clearly constitute a violation of section 342.1(1)(b) of the *Criminal Code*, assuming that the company “intercepted” a computer system’s functions without any legal justification.\(^ {128}\) The same could be said generally of ACD efforts that follow a similar pattern, even if the “hack-backer” is charged only with unaggressive surveillance activities.\(^ {129}\)

**B. SCENARIO 2: A COMPANY USES A BEACON**

While the above scenario is fairly uncomplicated, a potentially grey area lies in efforts on the “passive” side of the ACD spectrum. This scenario focuses on the use of beacons given that this area has gained particular attention in the US context. Similar questions, however, could exist regarding any security measure that is put in place proactively, rather than as a reaction to an intrusion.

In a beaconing scenario, a company, or a security firm working on its behalf, embeds a beacon into a file proactively, before a hacker “steals” the file. The beacon then notifies the victim if the file is removed from the company’s network. It has no detrimental effect on the
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129 A slight variant of the above situation involves security firms venturing into others’ networks solely for the purpose of gathering intelligence on cyber threats, possibly without being hired to do so by a corporate client. While such an action does not technically constitute “hack-back” given the lack of direct provocation, it similarly may take place outside a firm’s own network. One example is that of a 74-page report released by the security firm Mandiant in 2013. The report includes detailed analysis of the techniques used by what it refers to as “APT1,” presumed to be a unit of the People’s Liberation Army. In the words of the authors, “We uncovered a substantial amount of APT1’s attack infrastructure, command and control, and modus operandi (tools, tactics, and procedures)” (*supra* note 123 at 2). As in the case of Google, reports such as this raise the question of exactly how the information was obtained. For example, Rabkin and Rabkin allege that Mandiant and another firm, Crowdstrike, are conducting what amounts to ACD, saying, “There are a number of episodes in which private security firms have traced hack attacks to their sources — that is, gone into computer networks, in the United States and abroad” (*supra* note 5 at 10).
hacker’s network. As in the US context,\textsuperscript{130} it is not obvious whether beacons can be used in Canada without violating the \textit{Criminal Code}.\textsuperscript{131} This instance of ACD does not seem to constitute “mischief in relation to computer data,” as defined in section 430(1.1) of the \textit{Criminal Code}, given that it does not destroy or otherwise alter data.\textsuperscript{132} It is more debatable whether such an action violates section 342.1(1) on the unauthorized use of a computer.\textsuperscript{133} A simple “burglar alarm” would probably not intercept another computer’s functions, but a forensic beacon, sending back network configuration data, likely would.

Beacons may also violate \textit{CASL}.\textsuperscript{134} A person may not “install or cause to be installed a computer program on any other person’s computer system or, having so installed or caused to be installed a computer program, cause an electronic message to be sent from that computer system” without either a court order or express consent of the owner.\textsuperscript{135} However, in the case of a beacon, is it truly the victim (or its security firm) that “caused” the beacon to install and transmit data from the hacker’s network? Or is it the hacker who “caused” the beacon’s effect, meaning that no \textit{CASL} violation took place?\textsuperscript{136} While the hacker’s actions triggered the beacon’s functions, it was the victim who originally prepared the beacon, solely for the purpose of it later being activated. Considering that the victim had the intent for the beacon to be installed under certain circumstances, it is likely that the defender would be held responsible for this action.

In summary, any beacon that transmits attribution data is likely illegal under Canadian law. First, it may be considered to intercept a computer’s functions, prohibited by section 342.1(1) of the \textit{Criminal Code}.\textsuperscript{137} Second, \textit{CASL}’s prohibition on the installation of a computer program on another person’s computer would likely limit the use of beacons as well.\textsuperscript{138}

C. Scenario 3: A Vendor Sells Software Enabling ACD

In a final scenario, ACD may involve two distinct actors, in the form of a software vendor and a client. The software vendor sells ACD-enabling software to a company, which proceeds to conduct ACD. In all likelihood, these efforts would be conducted on an ongoing basis and possibly even automated to respond to threats.

Cyber security firm Symbiot produced an early example of such a software in 2005, in the form of its Intelligent Security Infrastructure Management System (iSIMS).\textsuperscript{139} It advertised iSIMS as offering “graduated responses” to cyber threats, including the ability to conduct
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what it called “distributed denial of service counterstrikes.” The term “distributed denial of service” (DDoS) refers to an attacker disrupting the victim’s web services by flooding them with service requests. While there are legitimate means of mitigating a DDoS attack, the term “counterstrike” certainly implied that Symbiot’s product was in fact designed to interfere with other computer systems. And in fact, Symbiot went so far as to publish a set of “rules of engagement,” essentially outlining a philosophy on counterstrikes.

Maurushat suggests that similar counter-DDoS systems are in use today. Such systems raise two legal questions.

First, are such systems illegal if they are pre-emptively put in place? The answer appears to be yes. As Maurushat states, “[t]here is an assumption that these systems are perfectly legal, when of course, they are not; the law does not allow for unauthorized access or modification of any system.” For instance, if a counter-DDoS deflected an attack but disrupted its attacker’s system or any other intermediary systems, it would likely violate section 342.1(1) because it intercepted another computer system’s functions.

Second, is a vendor allowed to sell products that may or may not be used to conduct ACD? And can a vendor be held liable if such products cause harm — including harm to intermediary, third party computers that have been compromised and used to execute the original cyber intrusion? The answer to these questions may be less straightforward. The matter rests on whether the vendor is selling software that is “designed or adapted primarily to commit an offence,” as articulated by section 342.2(1) of the Criminal Code.

In some cases, such as automated counter-DDoS, the use of the tool seems obviously designed to be used for illegal purposes. In other cases, it may depend on how the tool is used. In general, a client can legally take any action they choose on their own network — such as collecting forensic information and then severing the intruder’s server connection. The same actions, however, are not necessarily legal outside the client’s network. In fact, in a 2018 interview, the vice-president of Cymmetria, a company that provides a tool for “legal hack-back,” was asked whether its products could be used for illegal measures. His reply was that “[i]t’s up to the client to decide how to use them [Cymmetria’s tools]…. Anything the bad guys can do, the clients can do. Not legally. There’s a difference between ‘can’ and ‘may.’” In practical terms, then, the problem may lie less with cyber security firms themselves conducting ACD and more with firms selling products that enable their clients to conduct ACD on their own. This is a more difficult problem to address, because clients are less likely to educate themselves on the legal implications of their actions than firms whose core business is cyber security.
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Additionally, some have suggested that cyber security vendors in certain countries (such as the United States and Israel) may be taking a more aggressive stance in cyberspace than their counterparts elsewhere.\textsuperscript{148} For Canada, there is not only the question of whether any form of ACD is legal but also whether Canadian firms may sell software that is easily, and perhaps commonly, used for illegal purposes. And as articulated by the Budapest Convention, international law is very specific when it comes to the use of such software, stating that “the production, sale, procurement for use, import, distribution or otherwise making available of” such software should be established as a criminal offence under countries’ domestic law.\textsuperscript{149} Again, however, it is possible to make the case that software used for ACD has not been designed to facilitate committing an offence, but is simply a multipurpose tool that can be misused — similar to a knife or a firearm.

D. INSIGHTS FROM THE THREE SCENARIOS

As these scenarios demonstrate, most forms of ACD are illegal under Canadian law. If a hacking victim enters another network in response to a hack, that action likely violates the Criminal Code, even if the victim is only collecting information about the intruder.\textsuperscript{150} Legality becomes less certain when it comes to the use of beacons. It may be that beacons are legal but only to issue an alert that a file has been removed, rather than to transmit attribution information back to the victim. The latter function likely constitutes a violation of the Criminal Code and CASL.\textsuperscript{151} This lack of clarity is of concern, given that some companies openly offer beaconing services to their clients.

Canada may also need to confront the question of whether it will allow vendors to sell products that facilitate conducting ACD. Some products may be obviously designed for ACD purposes, but others may be tools that could be used either inside the network (legally) or outside it (illegally). Indeed, international law may require Canada to take a more active stance against such tools in the future.

VI. EXPLORING THE NEED FOR ACD

As demonstrated by both the legal analysis and the three scenarios, Canada’s legal environment is generally prohibitive of ACD, with beaconing being the main possible exception. This section explores several reasons to consider the legalization of ACD. Beginning with a brief overview of the current cyber threat environment, it then discusses cyber security practices, including measures undertaken by companies themselves, internet service providers (ISPs), or the government.

A. THE CYBER THREAT LANDSCAPE

A number of high-profile cybercrimes have affected Canadians over the last decade, with targets that included critical infrastructure. One recent example is the 2019 hack of Canadian medical testing company LifeLabs, recorded as the largest data breach in Canada to date,\textsuperscript{148} Center for Cyber and Homeland Security, supra note 16 at 24; see also Broeders, supra note 14 at 43.\textsuperscript{149} Convention on Cybercrime, supra note 102, art 6.\textsuperscript{150} Supra note 31.\textsuperscript{151} Ibid; supra note 32.
which resulted in the exposure of the personal information of 15 million Canadians — close to half of Canada’s population.\textsuperscript{152} Moreover, a 2020 report by IBM found Canadian data breaches to have an average data breach cost of USD $4.5 million, the third highest average cost for data breaches among the 17 countries and regions surveyed. In Canada, 42 percent of data breaches were attributed to malicious attack.\textsuperscript{153}

Nor are cybercriminals the only kind of cyber actor threatening Canadian organizations. A threat actor known as “Cozy Bear,” assessed to be part of a Russian intelligence service, has targeted multiple organizations working toward COVID-19 vaccine development in Canada, the United States, and the United Kingdom.\textsuperscript{154} Moreover, in 2020, Canada’s main cyber security agency judged state-sponsored actors as “very likely attempting to develop” capabilities allowing them to disrupt the Canadian electricity industry.\textsuperscript{155} In fact, it was reported in 2019 that a hacker group associated with Russia had already probed the networks of electric systems in North America.\textsuperscript{156} And while the perpetrators of such infrastructure intrusions may include cybercriminals and state actors alike, their victims are typically the private sector.\textsuperscript{157}

In this environment, there is reason to believe that there is demand for ACD. According to one cyber security firm’s vice-president of operations, most cyber security firms “dance at the limits of computer trespassing every single day of the week.”\textsuperscript{158} In a Dutch study commissioned by the Netherlands Ministry of Defence, interviews with stakeholders in the private cyber security sector revealed that all interviewees reported “frequent requests from their clients to ‘take down the server’ that commands an attack, including when it is likely to be located abroad.”\textsuperscript{159} All of them also reported awareness of firms “operating on the Dutch market” that would obey such a request.\textsuperscript{160} Similarly, a former senior litigator for the US Justice Department stated in 2013 that companies “routinely” sought (and were denied) “tacit approval” for ACD activities during her time at the department.\textsuperscript{161}

\textbf{B. ACD IN THE CONTEXT OF OTHER CYBER SECURITY MEASURES}

Given these challenges, the question is whether companies are adequately equipped to respond to threats using current security measures. It is important to note that for most companies, traditional cyber security measures, such as firewalls or anti-virus software, are
in fact adequate. However, this is not true for all companies. The difference lies in opportunistic versus targeted hacking. The average company faces an opportunistic hacker, who probes for vulnerabilities and seeks to take advantage of them. If unable to discover a vulnerability, the hacker moves on to a new potential victim. For opportunistic hacking, vulnerability mitigation in the form of firewalls and patches can be effective because the hacker moves on to easier targets when resistance is encountered.\(^{162}\)

These measures are not effective, however, against targeted hacking, which features an adversary seeking to obtain specific information or achieve certain effects in a particular network. For example, this was true in the Google scenario discussed above; one of the hackers’ goals was to obtain access to Chinese human rights activists’ Gmail accounts.\(^{163}\) Such an intruder is often considered an “advanced persistent threat” and may be a state actor or sophisticated criminal group with significant resources, seeking to obtain information in what may amount to a multi-year campaign.\(^{164}\) In this case, passive network defence measures prove insufficient, because they can never achieve perfect defence against a determined adversary. If only passive measures are in place, breaches become inevitable because the adversary outlasts the defender.\(^{165}\) Given this reality, the defender must take an approach that focuses not only on the defender’s own vulnerabilities but on the threat itself.\(^{166}\) ACD has the potential to become one means of addressing the threat after it has penetrated the network, rather than seeking to block off threats entirely from the network’s perimeter.

In this context, it may be most helpful to consider ACD as an extension of current threat-based cyber security practices. A prime example is threat intelligence. Threat intelligence focuses on the threat, rather than controls and vulnerabilities; in this way, it allows the defender to address threats with an understanding of the adversary’s techniques, rather than fixating on incident response.\(^{167}\) Similarly, threat hunting involves seeking out the threat on the victim’s network following a breach. Fundamental to threat hunting is the idea of deception — tricking the adversary by limiting access to real information and instead allowing the would-be victim to watch as the hacker displays their tools and techniques. This practice not only provides the defender with an understanding of how the hacker operates, but it also frustrates the hacker by wasting their time.\(^{168}\)

Another alternative lies in leveraging ISPs for cyber security. For example, one Microsoft security executive asserts that the ideal way to thwart an intruder is simply to determine the
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IP addresses for the "immediate" source of the intrusion, rather than its origin. At that point, one can call the hosting service to ask for the account using the relevant IP addresses to be shut down. Similarly, Canada’s telecommunications regulator, the Canadian Radio-television and Telecommunications Commission, is considering the development of a framework to better harness ISPs’ capabilities in cyber security. The framework would require ISPs to use new strategies to block botnet activity. ISPs already play a significant role in cyber security, and that role holds the potential to expand in the future.

Undoubtedly, passive security, threat-based security, and ISP involvement are all invaluable to cyber security, and ACD would by no means replace these practices. Nevertheless, this fact does not necessarily negate the need for ACD. ACD may never be the primary means of collecting threat intelligence, but it does have the potential to expand a company’s cyber security toolkit by allowing further reach to its intelligence collection activities. And indeed, there is reason to believe there is demand for cyber security efforts that reach outside the victim’s own network. As the next section will explore, one of the most convincing arguments for ACD comes from an unlikely source: the Canadian government itself.

C. ACD IN THE CONTEXT OF GOVERNMENT INVOLVEMENT

In recent years, countries have ramped up their development of offensive cyber capabilities, and Canada is no exception. In 2017, Canada announced the development of active cyber capabilities in its defence policy, while in 2019 the Communications Security Establishment Act expanded the mandate of the CSE to allow for defensive cyber operations and active cyber operations. The CSE Act hints at the intention for the government to protect not only government infrastructure but also critical infrastructure owned and operated by the private sector. Under the CSE Act, the CSE is responsible to “carry out activities on or through the global information infrastructure to help protect” not
only federal institutions’ information and infrastructure, but also any “electronic information” or “information infrastructures” that the Minister of National Defence designates as important to the Government of Canada. For example, the CSE could hypothetically be called upon to respond to a cyber threat against the financial sector with its own cyber operation.

While the CSE Act differentiates between defensive and active cyber operations, both forms of operations are to be conducted outside Canadian networks. Active cyber operations are intended to interfere with “capabilities, intentions or activities of a foreign individual, state, organization or terrorist group as they relate to international affairs, defence or security.” Defensive cyber operations are intended to “help protect” Canadian information and infrastructure. However, neither form of cyber operations may be “directed at any portion of the global information infrastructure that is in Canada.” While defensive operations are defined somewhat vaguely as “protecting” Canadian infrastructure, the fact that such operations cannot be “directed” toward Canadian infrastructure suggests that, by definition, they will have effects outside either private-sector or government-owned networks. In other words, defensive cyber operations can be viewed as the rough equivalent of ACD but conducted by the CSE rather than the private sector.

The implication is significant: such powers are deemed necessary to protect Canada’s information and infrastructure. The government seems to have accepted the rationale of deterrence, that protection of information infrastructure could necessitate cyber operations. The provision of such powers in the CSE Act begs the question of whether, if such powers are considered necessary for the Government of Canada, they are also necessary for the private sector that the government is charged with protecting.

One potential argument is that granting this authority to the CSE negates the need for companies to conduct ACD for themselves. A closer look, however, calls into question whether such a responsibility is feasible for a government agency. Some degree of partnership with the private sector will in fact be necessary for Canada to take advantage of these newly granted authorities. It is hard to imagine how these cyber operations could be conducted without some level of co-operation from the private sector.

This is due to what one researcher calls the “sovereignty gap” in cyber defence. As things stand, the federal government holds the authority to defend national security and consequently to conduct any aggressive defence efforts in cyberspace. On the other hand, it is the private sector, along with provincial, territorial, and municipal governments, that own
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the majority of critical infrastructure.\textsuperscript{183} Obviously, private firms would be wary of providing government bodies with access to their networks given concerns around the government having overly broad access to communications.\textsuperscript{184} In the case of the financial sector, for example, it is not obvious how the CSE could conduct cyber operations without extensive assistance from firms that hold highly sensitive personal information. As Bendiek points out, “[a] clear separation between private and public sector can hardly be upheld in this area [the fight against cybercrime], because the companies that have been attacked are frequently the only bodies that have the means of resolving cyber attacks.”\textsuperscript{185} The CSE’s intention to conduct cyber operations, then, does not preclude the private sector from being involved in cyber operations. If anything, it may necessitate private-sector involvement.

Indeed, there are other reasons why the private sector is uniquely suited for cyber operations or ACD. Companies often boast greater technical expertise than their public-sector counterparts,\textsuperscript{186} partly due to the challenges associated with a government attracting and retaining cyber security personnel.\textsuperscript{187} And in general, the private sector’s resources and willingness to address hacking efforts outweigh those of government.\textsuperscript{188} Canada has only to consider the United States’ experience to understand the implications of this imbalance. As Clarke and Knake point out, “the buck does not actually stop in Washington,” despite the government’s reluctance to say so.\textsuperscript{189} One “former White House official” offered a telling anecdote when Google was hacked in 2010: “After Google got hacked, they called the N.S.A in and said, ‘You were supposed to protect us from this!’ The N.S.A. guys just about fell out of their chairs. They could not believe how naïve the Google guys had been.”\textsuperscript{190}

The government does not have the means to protect all public and private infrastructure, and if this is true in the United States, it is even truer in Canada, a country with significantly fewer cyber resources.\textsuperscript{191} Given the reality that even the United States finds itself unable to defend its critical infrastructure, smaller countries like Canada face significant challenges in terms of adequately protecting critical infrastructure from cyber threats.\textsuperscript{192} There is a
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significant gap between the cyber resources needed to protect the private sector versus the
government resources that are available, and it is becoming clear that it is not feasible for
governments to own the responsibility of defending the private sector.

VII. MITIGATING THE RISKS OF ACD

Of course, even if ACD is deemed effective in deterring hackers, its benefits must also be
weighed against its risks. These risks appear on two levels. First, incorrect attribution and
abuse of ACD may lead to collateral effects for other organizations and the rest of society.
Consequences may also have international scale, if ACD escalates international cyber
conflict or erodes Canada’s credibility around cyber norms. This section discusses these risks
in greater detail, as well as the extent to which they can be mitigated.

A. THE RISK TO SOCIETY

One of the key challenges of ACD is to attribute a cyber intrusion to the original hacker’s
computer. This is particularly true given that the hacker often launches the initial intrusion
from a third party computer under their control, known as a “bot” or a “zombie.”193 A cyber
threat can travel through a whole network of third party computers, obscuring its origins; in
fact, the hacker may deliberately cover their tracks by routing activities through other
machines and countries.194 This means that if a hack-back effort damages a computer, that
computer could easily be a third party bot. In other words, it is the bot owner who will suffer
the damage to their device, despite being an innocent party who is almost certainly unaware
that the device is infected.195

A second, less commonly raised objection to ACD is that a company could abuse the right
to ACD and use it as justification to attack a competitor. For example, a company could
frame a competitor by staging what appears to be a network intrusion or by planting certain
files in the competitor’s network.196 Google and Microsoft raised a similar objection
regarding a cyber security bill introduced in the US state of Georgia, arguing that hack-back
could be used for anticompetitive purposes.197

While these risks are real, they can also be mitigated through placing three main
conditions on ACD.
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First, as discussed in the context of the three scenarios, ACD can take various forms, and not all forms of ACD imply damage to computer systems or deletion of data. Any legalization of ACD should therefore allow only for low-risk forms of ACD, that is, ACD conducted purely for the purposes of intelligence gathering. Intelligence gathering could include the use of beacons or other proactive ACD measures used to gather information in the event of a prospective intrusion. It could also include investigations conducted after an intrusion has already taken place. Intelligence gathering may not be completely risk-free, but it is obviously less problematic to collect attribution data from a bot than it is to alter data without the bot owner’s permission.

Second, the government can retain some level of control over private-sector ACD in order to mitigate its risks. For example, a fairly conservative, non-disruptive form of ACD could see federal agencies authorizing a cyber security firm to perform a cyber investigation in the aftermath of a cybercrime. ACD would be allowed only through a contracted or partnering arrangement with the federal government, perhaps channeled through the CSE. An alternative model could see security firms issued with licenses to conduct cyber investigations. Victims would hire such a firm similar to the way that one might hire a private investigator. A third model could see any firm theoretically allowed to use ACD but only after first notifying the government. The “hack-backer” would need to supply both justification for the action and a plan for how to mitigate risks to third party computers. The government would then be able to verify that the company’s justification and plan are sufficient — that the action is not an abuse of power and that the company will take reasonable action to verify attribution of the hack to the source. While these three models range in the level of freedom that would be afforded to “hack-backers,” one or a combination of these models could be used as a means to harness ACD, without introducing unnecessary risk. The rationale is to allow the government to oversee ACD, while private companies supply the funding for these efforts and the technical expertise.

A final risk mitigation is to hold companies liable for any damage inflicted on intermediary computers, or for that matter, on the original hacker’s network. The prospect of liability would, presumably, give companies an incentive to act responsibly. More specifically, the threat of legal liability should incentivize companies to avoid damaging any computer that they “enter,” as well as that computer’s data.

B. THE RISK TO THE INTERNATIONAL ORDER

When it comes to the international order, the principal objection to ACD is that it has the potential to escalate the cyber conflict. Detractors of ACD argue that if a firm retaliates against a hacker, it is unlikely that the instigator would back down. For example, in 2006,
an Israeli anti-spam firm, Blue Security, responded to spammers by facilitating what was essentially a DDoS attack on the spammers’ websites. The spammers countered by not only conducting a denial-of-service attack on Blue Security but also attacking organizations associated with the company.\textsuperscript{202} While not a case of hack-back per se, this incident does demonstrate the danger of escalation when dealing with a cyber threat.

This risk becomes more acute if the original hacker is from another country or even sponsored by another government; in many cases, cyber threats do not come from private actors but from state-sponsored hackers.\textsuperscript{203} It is one thing to envision a company “at war” with a hacker, but such a situation quickly becomes more serious if the recipient of a hack-back is government-sponsored. Lin points out that compared to governments, companies (or individuals) do not have the same capacity to judge how a cyber adversary will respond to a hack-back.\textsuperscript{204} Nor is it necessarily possible to avoid the recipient of a hack-back misinterpreting that hack-back as also being state-sponsored.\textsuperscript{205} For this reason, Lin evokes the image of hack-back as “the opening volleys of a cyberwar, which could escalate into a physical or kinetic war.”\textsuperscript{206}

Another potential concern is that legalized ACD would lessen Canada’s ability to influence other countries’ governments. It will be difficult for Canada to criticize other countries’ use of cyber mercenaries or to negotiate for other countries’ law enforcement against hackers, if Canada is viewed as promoting what many see as the cyber equivalent of vigilantism.\textsuperscript{207} This is particularly true given that the 2018 Paris Call for Trust and Security in Cyberspace, as mentioned earlier, takes a stand against hack-back.\textsuperscript{208} While by no means a binding treaty, the Paris Call for Trust and Security in Cyberspace may indicate the development of norms opposing hack-back or ACD more generally.\textsuperscript{209}

However, there is reason to believe that these risks are overstated. First, an obvious counter-argument to the threat of international escalation is that hack-back is already (and perhaps inevitably) occurring, without having so far provoked any major international crises or otherwise destabilizing international relations.\textsuperscript{210} Second, the risk of international escalation becomes much less severe if ACD is limited to intelligence gathering, especially with government oversight. As Rabkin and Rabkin point out, in the early 2010s, the NSA did contract companies for intelligence purposes.\textsuperscript{211} They add, “[t]he practice of authorizing private companies to gather intelligence is hardly new [and allowing limited ACD] merely
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extends the scope of what is already a prevalent practice. While it is possible that some forms of ACD could lead to international escalation, this event is unlikely if strict limitations are set in place, as discussed in the section above.

Finally, regarding international norms, it is worth questioning whether norms surrounding ACD can truly be said to exist at this point. Two major Canadian allies, the United States and Israel, refrained from signing the Paris Call for Trust and Security in Cyberspace, as did Russia, China, and Iran. While their reasons were not publicized, this fact nevertheless suggests that the Paris Call for Trust and Security in Cyberspace may not necessarily reflect the international consensus. Even more significantly, there is no unanimity regarding whether or not beacons are legal under the US’s current cybercrime legislation, the Computer Fraud and Abuse Act. Given these ongoing questions, it is unlikely that Canada would face a loss of credibility for legalizing a low-risk form of ACD with government oversight in place.

VIII. CONCLUSION

As this article’s legal analysis has articulated, ACD is generally illegal under Canadian legislation, with the possible exception of beacons. This criminalization falls in line with international law, in the form of the Budapest Convention, which calls for the criminalization of ACD-related activities such as access, interception, and data interference without right. That said, it may be possible for states to satisfy the Budapest Convention’s requirements by one of two means: either by establishing a right of ACD limited to their own jurisdictions, or by associating the government with ACD efforts to the extent that ACD could be considered a form of self-defence by the state.

With these things in mind, there is a case to be made for the legalization of ACD in some form. Many critics of ACD and hack-back have framed the debate in binary terms: ACD is either legal or illegal, either an opportunity for more secure cyberspace or a threat to the international order. What is needed going forward is recognition of the several forms that ACD can take, ranging from destruction of data, to automated systems, to intelligence gathering.

This article has argued that ACD has the potential to augment current means of cyber security. Certainly, security measures such as “passive” cyber measures, threat-based measures, and ISP involvement have their role in cyber security. Without downplaying this role, the fact that governments are increasingly shifting to defensive and offensive cyber operations is telling. Indeed, Canada itself has passed the CSE Act, legislation implying the need for Canadian information and information infrastructure to be protected by cyber operations taking place outside those networks themselves. While the CSE Act assigns this responsibility to the CSE, a civilian government agency, there is reason to doubt that this situation is entirely feasible. The private sector is the most common target for hacking
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operations, raising the issue of whether the government will encounter issues around privacy when requiring access to non-governmental networks. Additionally, the private sector tends to have cyber security resources and expertise that the government does not. For these reasons, the private sector should be empowered to take a greater role in cyber security — including activities with scope outside a company’s own network. In such a scenario, the government would still hold an indispensable role in providing oversight for ACD.

To date, Canada has not specifically contended with cases of ACD, nor has it explicitly stated its stance on the issue, apart from its assent to the Paris Call for Trust and Security in Cyberspace’s general denunciation of hack-back.\textsuperscript{218} Going forward, what Canada requires is a conversation on the possibilities of ACD — a conversation focused on the appropriate division of responsibility for cyber security between the government and the private sector. While the \textit{CSE Act}\textsuperscript{219} perhaps serves as the start of this conversation, by no means does it represent its conclusion. Further work is needed to identify how Canada’s government can support the private sector’s urgent need for improved cyber security.
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